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Melanoma is the most serious form of skin cancer that affects millions of people globally. Through image ana-
lytics, early identification of skin cancer is enabled, resulting in more effective treatment and a lower mortality
rate. The ph2 and human against machine datasets were used to collect images. After preprocessing the image
with a weighted median filter, segmentation is investigated using a number of common techniques, with the
best result generated by combining watershed transform and maximum similarity region merging. U-net archi-
tecture is explored for segmentation. Segmentation efficiency is calculated by dice loss and Jaccard coefficient.
Segmentation architecture outperform the conventional method. Additionally, a novel wavelet transform-based
approach is used to extract features, followed by local ternary pattern analysis. The intersection of the his-
tograms, the Bhattacharya distance, the Chi-square distance, and the Pearson correlation coefficients are all
computed. This inquiry makes use of only the Histogram intersection and Chi-square distance characteristics.
Additional categorization is examined through the use of a range of machine learning algorithms, including the k-
nearest neighbour approach, Bayesian classification, decision trees, and Support Vector Machines (SVM). When
a Radial Basis Function (RBF) kernel based SVM is applied, the classification accuracy is maximised. This work
is entirely devoted to binary categorization. As evidenced by the data, they outperform other state-of-the-art
approaches reported in the literature. SVM classifies data with an accuracy of 98.6 percent. Weighted median
filter, Watershed transform, Merging regions with the highest degree of similarity, Wavelet transform, Local
Ternary Pattern, Histogram intersection Pearson correlation coefficient, chi-square distance Distance between
Bhattacharya and support vector machine.

Keywords: Weighted Median Filter, Watershed Transform, Merging Regions with the Highest Degree of
Similarity, Wavelet Transform, Local Ternary Pattern, Histogram Intersection Pearson Correlation
Coefficient, Chi-Square Distance, Support Vector Machine.

1. INTRODUCTION
Skin cancer is the 19th most general kind of cancer worldwide.
In Australia, melanoma is the most common type of skin can-
cer, while basal cell carcinoma is the most common kind in
New Zealand. The skin is the body’s most essential organ. The
epidermis, dermis, and hypodermis are the three layers of skin.
Melanocytes are cells located above the dermis in the heated
layer of the epidermis that are responsible for skin pigmentation
and colour [1]. Melanoma develops when normal melanocytes
undergo aberrant alteration and development, eventually becom-
ing a malignant tumour. Melanoma is the worst form of skin
cancer. Melanoma develops in five stages. We may use stage
to pinpoint the exact site of the cancer and establish if it has
progressed to other parts of the body or not [2]. Melanoma in
stages 1 and 2 can be medically removed; however, melanoma in
stages 3 cannot be surgically removed. At the fourth stage, the
cancerous growth is observed in other parts of the body. There

∗Author to whom correspondence should be addressed.

are several therapeutic options available, including chemother-
apy, immunotherapy, and targeted medicines. Early detection of
stage 1 tumours, which are easily curable by surgery, is enabled
through image-based analysis.

2. REVIEW OF RELATED WORKS
For the first time [3], introduced the ABCD Rule (Asymme-
try, Border, Color, and Diameter). To increase the ABCD rule’s
accuracy, a new rule called Total Dermoscopic Value (TDV) is
built (eqn1), which multiplies each value by a weighting fac-
tor and then adds them. Between 1.00 and 4.75, the lesion is
regarded benign; between 4.75 and 5.45, the lesion is regarded
suspect for melanoma; and greater than 5.45, the lesion is
regarded extremely suspicious for melanoma. Another often used
method for detecting melanoma is the ABCDE rule, where E
stands for Evolution [4]. Using a seven-point checklist with three
major and four minor needs. Each major criterion carries a two-
point value, whereas each minor criterion carries a one-point
value. Melanoma detection requires a minimum score of 35 [5].
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Menzies categorised melanoma into positive and negative sub-
types [6].

Inconsistency The border, colour, and diameter (ABCD) rule
is a well-established technique for melanoma detection.

TDV = �A score×1�3�+ �B score×0�1�

+ �C score×0�5�+ �D score×0�5� (1)

Nadia recommended using a region-growing technique and the
ABCD rule to identify melanoma [7]. Michal et al. presented a
melanoma detection method using a support vector machine clas-
sifier to distinguish normal and malignant images [8]. Chaithanya
et al. categorise input skin photos using asymmetry, colour, and
border factors [9]. Darshana et al. segmented the image using
a maximum entropy technique, followed by feature extraction
using a Gray level co-occurrence matrix [10]. Deshpande et al.
used the median filter to eliminate noise and the fuzzy-c mean
clustering technique to conduct segmentation [11]. A grey level
co-occurance matrix is used to derive statistical information from
a segmented picture. Manousaki et al. identified melanoma and
nevi pictures using geometrical characteristics, colour, and tex-
ture [12]. Ganster et al. used a k closest neighbour classifier to
construct a system with an accuracy of 89 percent [13]. Alcon
et al. utilised contextual data such as age, gender, and skin type
[14]. Garnavi and colleagues [15] make use of border and wavelet
qualities to their advantage. To detect lesions in dermoscopy pic-
tures, a hybrid technique based on Convolutional Neural Net-
works (CNN) and Recurrent Neural Networks (RNN) is used
[18]. You Only Look Once (YOLO) algorithm is explored for the
diagnosis of melanoma from images [19]. Novel hybrid bayesian
deep learning method with Bayesian optimization is explored in
Ref. [20]. Kaggle dataset is used for the proposed work and high-
est accuracy of 97% is achieved. Further three different types of
uncertainty quantification is done by Monte carlo dropout, deep
ensemble and ensemble monte carlo dropout.

3. MATERIALS
The PH2 dataset comprises 200 images (160 nevi and 40
melanomas) that Mendonca et al. made freely available in 2013.
Academics in image analysis and machine learning regularly
utilise this dataset as a benchmark dataset, that can be down-
loaded from “http://www.fc.up.pt/addi/.”

Additionally, we are looking for photographs from the
ISIC archives, which can be found in https://www.isic-
archive.com/#!/topWithHeader/onlyHeaderTop/gallery.” Of the
23,906 images, 19373 are benign, 2286 are malignant, and the
remaining images are unclassified.

4. METHODOLOGY
4.1. Preprocessing
The Conversion of the RGB picture to Hexadecimal (HSV) for-
mat. The third component applies a weighted median filter to the
image to eliminate noise and skin hair. The median filter is a
non-linear filter that modifies the median value of every pixel.
Following that, segmentation using a watershed transform is per-
formed, followed by region merging based on maximal similarity.
Figure illustrates the proposed methodology for feature extraction
(1). Figure 1 depicts the block diagram of the proposed method
and Figure 2 shows both the original RGB image and the HSV
image.

Segment by Watershed
Transform

Pre-process by
Weighted Median Filter

Input Image 

Apply Wavelet
Transform and extract

LTP features

Classify by RBF based
SVM classifier

Fig. 1. Block diagram of the proposed method.

4.2. Segmentation Techniques
The picture is transformed into a topographical landscape with
hills and valleys during the watershed transformation process.
Watershed transform can be classified in to the category of region
based segmentation. The gradient magnitude gives the elevation
value. Intuitively, the watershed is a division of the regional min-
ima from which a fall of water can pour down towards distinctive
minima. Meyer watershed algorithm introduced in the year 1990
with the number of improvements. Following that, the first seg-
mentation is performed using the watershed maximum similar-
ity region merging methodology. To accomplish region merging,

Fig. 2. (a) Original image (b) HSV image.
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Fig. 3. (a) Benign image (b) watershed output (c) mask (d) segmented image (e) malignant image (f) watershed output (g) mask (h) segmented image.

each area must be identified by a descriptor and a merger rule
must be established. Different sorts of descriptors are defined
for each region, including the region’s colour, texture, form, and
size. If Q has the highest resemblance to all nearby regions of R,
a region R is combined with it. The region merging technique is
content-aware and does not need the user to provide the matching
threshold in advance. Figure 3 highlights the output in differ-
ent stages of classification namely watershed transform output,
mask and final segmented output. Further segmentation accuracy
is evaluated by using dice score and jaccard index.

4.3. Segmentation Using the U-Net Design
The U-net architecture is commonly used to segment biologi-
cal images. It is shaped like the letter “U” The architecture is
symmetrical and is divided into two paths, one contractive and
one expansive. By forecasting the picture pixel by pixel, U-Net
is capable of doing image localisation. Similar to an encoder, a
contracting route is used to record the framework via a compact
feature map.

A symmetric expanding route, similar to that of a decoder,
that allows for exact localisation. This step is used to maintain
boundary information (spatial information) despite the encoder
stage’s down sampling and max-pooling. We trained with a set-
ting of 100 epoch and data augmentation is applied during run
time. It is noticed that RESNET50 weights in U-net architecture
gives good segmentation results [17]. It improved the perfor-
mance, with more data the predictability of the model increases.
Hyper parameter tuning is done by means of learning rate, layer
normalization or batch normalization and leaky relu activation
function is used. Further segmentation efficiency is evaluated by
using Dice loss and Jaccard index. The Jaccard index was 0.77
and the dice loss was 0.86. It outperforms the convention seg-
mentation techniques. This stage’s segmented picture is used as
the input for the feature extraction stage.

4.4. Feature Extraction
The segmented picture is transformed using the wavelet trans-
form, and a single level decomposition using the Db3 wavelet
is conducted. Wavelet transformations exhibit multiresolution
behaviour and may be used to resolve both temporal and fre-
quency data. When we decompose one level, we obtain four
subbands. Figure 4 shows the original segmented image wavelet
transform output. The local ternary pattern is implemented using
additional LH, HL, and HH sub-bands. Tann and Trigges [16]
provide a mechanism for describing local ternary patterns. The
LTP is defined mathematically as follows: (Eq. (2)).

LTPP�R=
P−1∑
P=0

2P s�ip−ic� and s�x�=

⎧⎪⎪⎨
⎪⎪⎩

1 x≥ t

0 −t<x<t

−1 x<−t

(2)

Fig. 4. The segmented image’s wavelet decomposition.
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Where ic denotes the grey value of the centre pixel and ip denotes
the neighbouring pixel’s grey value. In LTP 3, value coding is
performed (1, −1, 0) and t = 5 is chosen as the threshold value.

Following the construction of a histogram based on the LTP,
the following properties are recovered “histogram intersection,
Chi-square distance, Pearson correlation coefficient, and Bhat-
tacharya distance.”

Chi-square distance =
n∑

i=1

�xi −yi�
2

�xi +yi�
2

(3)

Where n denotes the bin count, xi denotes the first bin’s value,
and yi denotes the second bin’s value. This test is very dependent
on the number of bins used.

It compares two discretized probability distributions. When the
two distributions are similar, the crossing point is larger. Given
the histogram ’I’ of the test picture and ’M’, the model’s his-
togram, each with n bins. Equation (4) is used to find the inter-
section of two histograms.

Histogram intersection=
n∑

j=1

min�Tj�Mj� (4)

Additionally, the Bhattacharya distance is used to compare the
probability distributions of two random variables. Anil Kumar
Bhattacharya of the Indian statistics department invented this dis-
tance measure. This term is defined as

DB �p�q� =− lnBC �p�q�

BC �p�q� =∑
x∈X

√
p �x� q �x�

(5)

The Pearson correlation coefficient is calculated using the for-
mula below.

DCR = ∑
i

(
h1�i�−

1

n

)(
h2�i�−

1

n

)/√∑
i

(
h1�i�−

1

n

)2

×∑
i

(
h2�i�− 1

n

)2

(6)

Pearson correlation values of 1 indicate a positive association, −1
indicates a negative correlation, and 0 indicates no association.

5. RESULTS AND DISCUSSION
The feature selection approach is used to lower the computa-
tional complexity of the model and to enhance its performance.
Basically there are two methods are used namely filter and
wrapper based approach. In the present work Recursive feature
elimination method is used. It removes the weakest features.
By means of scoring method each features is ranked. In the
present work top two features namely Chi square distance and
histogram intersection is chosen. The feature database was con-
structed using the chi-square distance and histogram intersection
of 9,800 photographs. Numerous machine learning techniques

Table I. The total number of photos utilized for training and testing
purposes.

Category No. of images used for training No. of images used for testing

Normal 6000 1000
Melanoma 2000 800

Table II. Classification in training.

Normal Melanoma

Normal 5925 75
Melanoma 46 1954

for picture classification are available in the literature, but their
effectiveness is highly reliant on the quality of the picture char-
acteristics acquired. The article compares and contrasts three dis-
tinct classification techniques: k-nearest neighbour, Bayesian, and
support vector machines. Typically, the majority of an object’s
neighbours are utilised to classify it using the k-nearest neigh-
bour classifier. Based on Bayes’s theorem, the Bayesian clas-
sifier computes posterior probabilities. The hyperplane between
two classes is determined using a SVM algorithm. It makes use
of the kernel function concept to transit to a high-dimensional
space in which feature vectors become separable, which they are
not in a low-dimensional environment. SVMs equipped with a
suitable kernel function outperform other nonlinear classification
algorithms. In the current study, SVM with radial basis function
gets a better classification rate. Numerous metrics have been cre-
ated, including sensitivity, specificity, positive predictive value,
and accuracy. Table I indicates the number of images used for
training and testing purposes respectively under the two labels.

Recall and F score and G score is used to evaluate the per-
formance. Further various metrics like precision, recall, sensitiv-
ity, specificity, positive predictive value, precision, The F and G
score is used to evaluate the performance of classifiers. The SVM
using a radial basis function as kernel gets the greatest classifica-
tion rate at 98.6 percent. The proposed strategy outperforms all
previously documented strategies.

Various metrics used in the paper is calculated by using the
listed formulae.

sensitivity= TP

TP+FN
(7)

where TP denotes genuine positivity, TN denotes genuine neg-
ativity, FP denotes genuine positivity, and FN denotes genuine
negativity.

FP and FN values should always be kept to a minimum.

Specificity= TN
TN+FP

(8)

The word “accuracy” refers to the proportion of correctly cate-
gorised topics in relation to the total number of subjects.

Accuracy = TP+TN

TP+TN+FP+FN
(9)

precision= TP

TP+FP
(10)

Recall= TP

TP+FN
(11)

F1 score= 2∗ �precision∗ recall�
precision+ recall

(12)

Table III. Classification in testing.

Normal Melanoma

Normal 987 13
Melanoma 7 793
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Table IV. Rates of classification between normal and melanoma
images.

Classifier Normal (%) Melanoma (%)

K-NN 93�3 80�9
BAYES 86�6 95�23
SVM 98 95�23

Table V. Parameters assessment during training and testing.

Parameter Training Testing

Accuracy 0�984875 0�988889
Precision 0�963036 0�983871
Recall 0�977 0�99125
F1 Score 0�969968 0�987547
Specificity 0�9875 0�987

The F1 score represents the trade-off between recall and accu-
racy. The following table summarises the number of pictures
used in training and testing (1). The confusion matrix for clas-
sification during training and testing are portrayed in Tables II
and III, respectively. The classification rates are 0.984875 and
0.988889 during training and testing, respectively. Table IV rep-
resents the classification rate obtained with normal and melanoma
images. Values of performance parameters during training and
testing are shown in Table V with satisfactory results. Classifi-
cation accuracy is maximised when SVM is used in conjunction
with fivefold cross validation. We also investigated the classifi-
cation accuracy of convolutional neural networks, but found no
significant gain in classification accuracy. Implementation of con-
ventional ML techniques is computationally efficient. Hence, we
have used only conventional ml techniques in the work.

6. CONCLUSION
In this paper, a novel method is contemplated for diagnose
melanoma from images using image analysis and machine learn-
ing techniques. Preprocessing is done by a weighted median
filter followed by segmentation using watershed and maximal
similarity region merging method. Unet architecture is also
explored for segmentation. Segmented images by using both the
methods gives same classification accuracy. Texture based trait
extraction is explored in this paper with the combination of
wavelet transform and local ternary pattern. Four features are
extracted, namely, histogram intersection, Chi-square distance,
Bhattacharya distance, and Pearson correlation coefficient. After
applying feature selection algorithm, histogram intersection and
chi-square distance features alone are adopted as input to the
classifier. Since the addition of the other two features does not
improve accuracy. Three different machine learning algorithms
are explored, namely, k-nearest neighbor classifier, Bayesian clas-
sifier, and support vector machine classifier. The best result is
obtained in the case of a support vector machine classifier using
radial basis function as kernel. Further various metrics like sensi-
tivity, specificity, precision, recall and F1 score is used to evaluate
the performance of the proposed method. Highest classification
rate of 98.6% is achieved by using support vector machine using

radial basis function as kernel function. The proposed work can
be further enhanced by adding more number of images and
by including deep learning techniques accuracy can be further
improved.
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