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Abstract – Discrete Cosine Transform (DCT) is a frequency transform which is extensively used 
as a transform codec for still, moving image and video compression. The performance of DCT 
architecture mainly depends on multiplier and adder. In conventional architecture, array 
multiplier and Ripple Carry Adder (RCA) gives enormous delay when the number of input bits 
become more. After having detailed literature review, it is decided to design high speed VLSI DCT 
architecture with Vedic Multiplier and Carry Select Adder (CSA) for better performance. The 
Vedic multiplier is based on Urdhva Tiryakbhyam, the most efficient Sutra or algorithm which 
reduces the delay for all types of computation. The functionality of the proposed architecture is 
simulated using Modelsim and synthesis of verilog HDL code is done using Xilinx ISE. Both the 
DCT architectures are compared and the result shows that the delay of Vedic multiplier becomes 
low. The synthesis results show that the combinational delay for Vedic multiplier is reduced by 
36% than conventional array multiplier. The combinational delay for CSA is reduced by 35% than 
RCA. The proposed architecture would give better performance in terms of speed for image and 
other signal processing applications. Copyright © 2014 Praise Worthy Prize S.r.l. - All rights 
reserved. 
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I. Introduction 
The DCT is a frequency transform used in image 

processing architectures. It is computation intensive 
operation. DCT is frequently used in image and signal 
processing for data compression, because it has a strong 
energy compaction property [1]-[18]. Low frequency 
components of DCT carry most of the signal information. 
DCTs are also closely related to Chebyshev polynomials 
and fast DCT algorithms. DCT requires large number of 
adders and multipliers for direct implementation. 
Multipliers consume more power. The redundancy in 
direct implementation of DCT is also exploited. 

Mathematics is the backbone of engineering 
applications. The need for a fast and efficient DCT in 
signal processing applications is of interest. 
Multiplication is a basic mathematical operation. Many 
Signal Processing applications such as Convolution, 
Discrete Fourier Transform, Fast Fourier Transform, 
Discrete Cosine Transform, and Filtering are 
implemented with multiplication based operations. So the 
need for fast and low power multiplier arises. DCT 
architecture consists of a multiplier along with a fast 
adder. 

Urdhva Tiryakbhyam Sutra or vertically and 
Crosswise Algorithm develops the architecture of digital 
multiplier which is similar to the array multiplier 
architecture. Multiplication algorithm for NxN bit 
multiplication can be given by this sutra. 

The multiplication algorithm reduces an NxN bit 
multiplication to a 2x2-bit multiplication operation by 
dividing it into smaller and smaller groups. 

A fast multiplier based on Vedic Mathematics can be 
developed by this methodology. 

In digital adders, the delay is increased by the time 
taken for carry propagation. The sum is calculated in 
each full adder only after receiving the input carry from 
the previous full adder. This delay can be reduced by fast 
carry select adder. Instead of RCA, CSA is used in order 
to reduce delay. To replace the n-bit RCA, a 3(n/2) bit 
CSA is required. This paper proposes 8-point DCT Vedic 
architecture. The above said Vedic multiplier and CSA 
are used to form the DCT unit.The performance of the 
vedic multiplier is analysed and found that the delay is 
reduced drastically, hich results in high speed operation. 

II. Literature Survey 
The Vedic multiplier [1] is designed using Urdhva 

Tiryakbhyam Sutra which is suitable for fast 
multiplication in Digital Signal Processing (DSP) 
applications. The delay comparison between Vedic and 
modified booth Wallace tree multiplier proves its 
efficiency in terms of speed. The Vedic multiplier [2] is 
designed for computer intensive operations. It is a fast 
multiplier with reduced complexity. It is applicable for 
all cases of multiplication. This can be embedded in any 
signal processing unit. The Vedic multiplier and square 
architecture [3] is proposed for low power and high 
speed. All partial products of multiplication and their 
sum are generated in a single step. It is efficient in terms 
of speed. It saves time when used for image or video 
processing applications. 
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Low complexity DCT architecture [4] uses vector 
processing for image compression. It identifies the 
redundant computations and removes them in matrix 
operation. This reduction in computational complexity of 
DCT reduces power consumption. 

III. Discrete Cosine Transform 
DCT expresses a finite sequence of data points in 

terms of a sum of cosine functions oscillating at different 
frequencies. DCT is a Fourier-related transform similar 
to the discrete Fourier transform (DFT), but using only 
real numbers. DCT can be expressed as: 
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The 8-point DCT [5] can be written in the matrix form 

based on the following Eq. (4): 
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where: 

ci=cos (iπ/16) (5) 
 
Using trigonometric properties based on Eq. (5), the 

matrix can be rewritten as the following Eq. (6): 
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The algorithm architecture transformations can be 
used to derive efficient DCT implementation where the 
number of multiplications can be reduced [15]. It works 
in a hierarchical way to adapt architecture to a given 
algorithm or change the algorithmic description in a 
systematic way. The number of multiplications is 
reduced from 56 to 13 based on Eq. (6). 

The algorithm-architecture mapping for the 8-point 
DCT can be carried out in three steps. 
ii) DCT algorithm is modified and the architecture is 

designed using trigonometric properties that are 
simpler to implement based on Eq. (6) (see Fig. 1). 

 

 
 

Fig. 1. Matrix Implementation of 8-point DCT 
 

ii) The DCT structure shown in Fig. 1 is transformed 
into a modified structure (see Fig. 2) in which 
different functional units are grouped into blocks. 

 

 
 

Fig. 2. Modified structure of 8-point DCT 
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iii) The operations are realized by implementation of 
various blocks (see Fig. 3). The block XC± can be 
realized using 3 multiplications and 3 additions 
instead of using 4 multiplications and 2 additions (see 
Fig. 4). 

 

 
 

Fig. 3. Reduced structure of 8-point DCT 
 

 
 

Fig. 4. Basic Block Definitions 

IV. Vedic Sutras 
The word Veda derives the word “Vedic”, Knowledge 

store. The 16 Sutras [6] dealing with various branches of 
mathematics like arithmetic, geometry, algebra, etc forms 
the Vedic Mathematics. These Sutras along with their 
brief meanings are enlisted below alphabetically (Table 
I). 

TABLE I 
LIST OF SUTRAS 

Sutra Meaning 
(Anurupye)  
Shunyamanyat 

If one is in ratio, the other is zero. 

Chalana-Kalanabyham Dissimilarities and Similarities 
EkadhikinaPurvena One greater than preceding one 
EkanyunenaPurvena One smaller than the preceding one. 
Gunakasamuchyah The factors of the sum are equal to the sum 

 of the factors. 
Gunitasamuchyah The product of the sum is equal to the sum  

of the product. 
Nikhilam 
Navatashcaramam 
Dashatah 

All from 9 and last from 10. 

ParaavartyaYojayet Reverse and Regulate 
Puranapuranabyham By the completion or non completion. 
Sankalana By addition and by subtraction. 
Shesanyankena 
Charamena 

The remainders by the last digit. 
 

Shunyam 
Saamyasamuccaye 

When the sum is the same that sum is zero. 

Sopaantyadvayamantyam The last and twice of the last but one. 
Urdhva-tiryagbhyam Vertically and crosswise 
Vyashtisamanstih Part and Whole 
  Yaavadunam Whatever the extent of its shortage 

The Vedic mathematics is of interest in reducing 
complex calculations into simple one, because it 
approaches and solves the calculation in a natural way 
like how the human mind works. Various branches of 
engineering such as computing and digital signal 
processing make use of this algorithm.  

IV.1. Vedic Multiplication 

The proposed work is the extension of the Vedic 
multiplication formula for the binary number system [6] 
which is traditionally used for the multiplication of 
decimal numbers. It makes the design compatible with 
the digital hardware. 

IV.2. Urdhva Tiryakbhyam Sutra 

The multiplier is based on Urdhva Tiryakbhyam Sutra 
or ―Vertically and crosswise algorithm of ancient Indian 
Vedic Mathematics. Partial products are generated 
simultaneously and adder concurrently. The multiplier 
has the advantage that as the number of bit increases, 
gate delay and area increases very slowly as compared to 
other multipliers. Therefore it is time efficient. It is 
demonstrated that this architecture is quite efficient in 
terms of speed. A 4×4 bit multiplication is simplified into 
four 2×2 bit multiplications that can be performed in 
parallel (see Fig. 5). This reduces the number of stages of 
logic and thus reduces the delay of the multiplier. This 
example illustrates a better and parallel implementation 
style of Urdhva Tiryakbhyam Sutra. 

The beauty of this approach is that larger bit steams 
(of say N bits) can be divided into (N/2 = n) bit length, 
which can be further divided into n/2 bit streams and this 
can be continued till we reach bit streams of width 2, and 
they can be multiplied in parallel, thus providing an 
increase in speed of operation. 

Multiplication of 2 digit numbers using Urdhva 
Tiryakbhyam Sutra (1101 × 1010). 

 

 
 

Fig. 5. Urdhva Tiryakbham for binary numbers 

IV.3. Ripple Carry Adder 

The ripple carry adders are used in the existing works 
which results in more delay since each bit addition 
depends on the previous bit carry. The 16 bit RCA uses 
16 full adder for its construction and it adds two 16 bit 
numbers with input carry (normally 0) (see Fig. 6). 
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Fig. 6. Hardware Realization of 16 bit Ripple Carry Adder 

V. Proposed Work 
DCT requires large number of multipliers and adders 

for direct implementation. In the proposed architecture, 
multiplication can be performed with the Vedic 
multiplier which is efficient than array multiplier. Since 
multiplier is fast, it makes the DCT architecture fast. The 
ripple carry adder used for n -bit addition is replaced by 
carry select adder which results in less delay. 

The design starts with 2×2 bit multiplier. Urdhva 
Tiryakbhyam Sutra or vertically and Crosswise 
Algorithm for multiplication has been effectively used to 
develop digital multiplier architecture [7]. Its modularity 
builds higher blocks from smaller blocks. 

V.1. Vedic Multiplier 

1)  2×2 Bit Multiplier  
The 2x2 bit multiplier is the basic block that is used in 

4x4 bit multiplier. The structure of 2×2 bit multiplier (see 
Fig. 7). In 2×2 bit multiplier, the multiplicand has 2 bits 
each and the result of multiplication is of 4 bits. 

 

 
 

Fig. 7. Hardware Realization of 2×2 block 
 

2)  4×4 Bit Multiplier  
The 4×4 bit multiplier is the basic block that is used in 

8×8 bit multiplier. The block diagram of 4×4 bit 
multiplier (see Fig. 8). In 4×4 bit multiplier, the 
multiplicand has 4 bits each and the result of 
multiplication is of 8 bits. 

 

 
 

Fig. 8. Hardware Realization of 4×4 block 
 

3)  8×8 Bit Multiplier  
The 8×8 bit multiplier is the basic block that is used in 

16×16 bit multiplier. The block diagram of 8×8 bit 
multiplier (see Fig. 9). In 8×8 bit multiplier, the 
multiplicand has 8 bits each and the result of 
multiplication is of 16 bits [8]-[13]. 

 

 
 

Fig. 9. Hardware Realization of 8x8 block 

V.2. Carry Select Adder 

In functional architecture of CSA(see Fig. 10), the 16 
bit number is divided into two 8 bit numbers and the 8-
bit LSB is added using 8 bit RCA with input carry as 0 
[14]. Parallely, the 8 bit MSB is added in two 8 bit 
RCA’s with input carry as 0 and 1 respectively. A 2×1 
multiplexer is used to choose the sum from the two 8 bit 
RCA’s with output carry of the 8 bit LSB RCA as select 
line. 

 

 
 

Fig. 10. Hardware Realization of CSA 

V.3. Vedic Discrete Cosine Transform 

The multipliers and adders of the proposed DCT 
architecture is replaced by the Vedic multiplier and CSA 
which reduces the delay of DCT architecture. The DCT 
architecture delay is reduced from 1125.29ns to 
1040.20ns and reduced DCT architecture delay is 
reduced from 598.71ns to 314.12ns.It shows that the 
delay of DCT is reduced by 7.5% and Reduced DCT is 
reduced by 14%. 

The reduction in delay is represented in percentage by 
the formula given in Eq. (7): 

 

 100Conventional DCT Vedic DCT%Delay
Conventional DCT


   (7) 
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VI. Results and Discussions 
The proposed Vedic multiplier and the existing array 

multiplier architectures are designed using Verilog 
hardware description language (HDL) and synthesized 
using Xilinx ISE. Both the multiplier architectures have 
been designed for five different input bit lengths. 

Even though 8-point DCT requires 8x8 bit multiplier, 
design extends up to 32x32 bit multiplier in order to 
show that the delay of Vedic multiplier increases very 
slowly with increase in the number of input bits that as 
shown in Table II and Fig. 11. 

 
TABLE II 

COMPARISON OF VEDIC MULTIPLIERS 
 Array Multiplier Vedic Multiplier 

Size of Delay No. of Delay No. of 
Multiplier (ns) Slices (ns) Slices 

2×2 bit 8.104 1 8.49 2 
4×4 bit 20.203 14 14.04 15 
8×8 bit 31.304 73 19.97 74 

16×6 bit 41.732 308 26.505 319 
32×32 bit 50.420 598 31.413 623 

 
The delay is analysed for all the 10 circuits as shown 

in Table II. The result (see Fig. 11) clearly shows that the 
delay of Vedic multiplier increases very slowly with 
increase in the number of input bits. The delay of array 
multiplier increases linearly with increase in the number 
of input bits. 

 
TABLE III 

COMPARISON OF ADDERS 
ADDER Delay (ns) No. of Slices 

RCA 26.104 18 
CSA 19.695 23 
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Fig. 11. Comparison of Delay in Vedic and Array Multipliers 
 

The area is also analysed for all the 10 circuits as 
shown in Table II. The result (see Fig. 12) clearly shows 
that the area of Vedic multiplier is slightly increasing 
when compared to the area of array multiplier. 

It is clear that Vedic multiplier is much faster than 
array multiplier with slight increase in area. It is more 
efficient for high speed architectures. The results of RCA 
versus CSA are obtained by simulation and synthesis. 
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Fig. 12. Comparison of area in Vedic and Array Multipliers 
 
The delay and area are compared as shown in Table 

III. The result (see Fig. 13) clearly shows that the delay 
of CSA is less when compared to the delay of RCA 
where area required for RCA architecture is less when 
compared to CSA. So CSA can be chosen for high speed 
architectures and RCA can be used for compact 
architectures. The delay is reduced drastically in 
CSA .The reduction in delay will be more for large CSA 
with higher order of input bits. 
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Fig. 13. Comparison of Delay in RCA and CSA 
 

The design of conventional DCT architecture shown 
in Fig. 1, reduced DCT architecture shown in Figure 2 
and its equivalent Vedic DCT architectures are 
developed in verilog HDL and synthesized. The delay 
and area for all the four architectures are compared in 
Table IV. 

 
TABLE IV 

COMPARISON OF DCT ARCHITECTURES 
 DCT Reduced Vedic Vedic 
  DCT DCT Reduced DCT 

Delay(ns) 1125.29 598.71 1040.20 314.12 
Slices 670 150 753 160 

 
The result (see Fig. 14) clearly shows that the delay of 

Vedic reduced DCT is less when compared to the delay 
of DCT, reduced DCT and Vedic DCT architectures. 

It is clear that Vedic reduced DCT is much faster with 
slight increase in area than conventional DCT 
architectures (see Fig. 15) Vedic reduced DCT is the 
efficient high speed DCT architecture. 
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Fig. 14. Comparison of Delay in DCT Architectures 
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Fig. 15. Comparison of area in DCT Architectures 

VII.   Conclusion 
In this paper, high speed architecture for DCT has 

been proposed. This has been achieved by replacing the 
conventional array multiplier with Vedic multiplier and 
RCA with CSA. In the proposed architecture the delay in 
the multiplier has been reduced in to 19.97 nano seconds 
from 31.304 nano seconds and in adder the delay has 
been reduced to 19.69 nano seconds from 26.10 nano 
seconds. There is only one limitation that the no of slices 
in the multiplier and CSA slightly increases when we go 
for higher number of bits. 
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