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NATIONAL FOREWORD 

This Indian Standard which is identical to ISO/IEC 5339 : 2024 'Information technology — Artificial 
intelligence — Guidance for AI applications'issued by the International Organization for Standardization
(ISO) and International Electrotechnical Commission (IEC) was adopted by the Bureau of Indian 
Standards (BIS) on the recommendations of the Artificial Intelligence Sectional Committee and 
approval of the Electronics and Information Technology Division Council. 

The text of ISO/IEC standard has been approved as suitable for publication as an Indian Standard 
without deviations. Certain conventions and terminologies are, however, not identical to those used in 
Indian Standards. Attention is particularly drawn to the following: 

a) Wherever the words ‘International Standard’ appear referring to this standard, they should be
read as ‘Indian Standard’; and

b) Comma (,) has been used as a decimal marker while in Indian Standards, the current practice
is to use a point (.) as the decimal marker.

In this adopted standard, reference appears to certain International Standards for which    
Indian Standards also exist. The corresponding Indian Standards, which are to be substituted in their 
respective places, is listed below along with their degree of equivalence for the edition indicated. For
dated references, only the edition cited applies. For undated references, the latest edition of the 
referenced document (including any amendments) applies: 

International Standards Corresponding Indian Standard Degree of Equivalence 

ISO/IEC 22989 : 2022 Information 
technology — Artificial intelligence 
— Artificial intelligence concepts 
and terminology 

IS/ISO/IEC 22989 : 2022 
Information technology — Artificial
intelligence — Artificial intelligence
concepts and terminology 

Identical 

The proposal for development of this standard was submitted by India to ISO/IEC JTC 1/SC 42 
‘Artificial Intelligence’. Dr. Shrikant Bhat, member of LITD 30 led the development of this International 
standard as the project leader.
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Introduction

Artificial intelligence (AI) systems have the potential to create incremental changes and achieve new levels 
of performance and capability in domains such as agriculture, transportation, fintech, education, energy, 
healthcare and manufacturing. However, the potential risks related to lack of trustworthiness can impact AI 
implementations and their acceptance. AI applications can involve and impact many stakeholders, including 
individuals, organizations and society as a whole. The impact of AI applications can evolve over time, in 
some cases due to the nature of the underlying data or legal environment. The stakeholders should be made 
aware of their roles and responsibilities in their engagement. While detailed AI-related standards can serve 
the interest of technical experts involved in engineering and development, this document provides a macro-
level context of the AI application life cycle, to facilitate multi-stakeholder communication, engagement and 
acceptance.

This document contains guidance for AI applications based on a common framework, to provide multiple 
macro-level perspectives. The framework incorporates “make”, “use” and “impact” perspectives. It also 
incorporates AI characteristics and non-functional characteristics such as trustworthiness and risk 
management. The guidance can be used by standards developers, application developers and other 
interested parties to provide answers to the question: “What are the characteristics and considerations of 
an AI application?”. The stakeholders are mapped to various stages of the AI system life cycle, highlighting 
their roles and responsibilities and making them aware of the processes to follow to enable a coherent 
stakeholder engagement for the AI application. These stakeholders can have various levels of AI expertise 
and knowledge. Since AI applications can differ from non-AI software applications due to their continuously 
evolving nature and aspects of trustworthiness, all stakeholders should be made aware of AI-specific 
characteristics.

This document provides:

—	 this document’s motivation and objectives (Clause 4);

—	 an approach to identifying an AI application’s stakeholders, context, functional characteristics and non-
functional characteristics (Clause 5);

—	 an AI application framework that can be used to answer the question: “What are the characteristics and 
considerations of an AI application?” (Clause 6);

—	 guidance for AI applications based on the make, use and impact perspectives (Clause 7).

iv
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INFORMATION TECHNOLOGY — ARTIFICIAL INTELLIGENCE — 
GUIDANCE FOR AI APPLICATIONS

1	 Scope

This document provides guidance for identifying the context, opportunities and processes for developing 
and applying AI applications. The guidance provides a macro-level view of the AI application context, 
the stakeholders and their roles, relationship to the life cycle of the system, and common AI application 
characteristics and considerations.

2	 Normative references

The following documents are referred to in the text in such a way that some or all of their content constitutes 
requirements of this document. For dated references, only the edition cited applies. For undated references, 
the latest edition of the referenced document (including any amendments) applies.

ISO/IEC  22989:2022, Information technology — Artificial intelligence — Artificial intelligence concepts and 
terminology

3	 Terms and definitions

For the purposes of this document, the terms and definitions given in ISO/IEC 22989:2022 and the following 
apply.

ISO and IEC maintain terminology databases for use in standardization at the following addresses:

—	 ISO Online browsing platform: available at https://​www​.iso​.org/​obp

—	 IEC Electropedia: available at https://​www​.electropedia​.org/​

3.1
AI application
use of AI with functional characteristics that operates in stakeholder contexts to deliver an intended result

3.2
cloud service
one or more capabilities offered via cloud computing (3.6) invoked using a defined interface

[SOURCE: ISO/IEC 22123-1:2023, 3.1.2]

3.3
private cloud
cloud deployment model (3.5) where cloud services (3.2) are used exclusively by a single cloud service customer 
(3.4) and resources are controlled by that cloud service customer

[SOURCE: ISO/IEC 22123-1:2023, 3.2.4]

3.4
cloud service customer
party that is in a business relationship for the purpose of using cloud services (3.2)

Note 1 to entry: A business relationship does not necessarily imply financial agreements.

Indian Standard
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[SOURCE: ISO/IEC 22123-1:2023, 3.3.2, modified —"acting in a cloud service customer role" changed to "in a 
business relationship for the purpose of using cloud services", Note 1 to entry added]

3.5
cloud deployment model
way in which cloud computing (3.6) can be organized based on the control and sharing of physical or virtual 
resources

Note 1 to entry: The cloud deployment models include community cloud, hybrid cloud, private cloud and public cloud.

[SOURCE: ISO/IEC 22123-1:2023, 3.2.1]

3.6
cloud computing
paradigm for enabling network access to a scalable and elastic pool of shareable physical or virtual resources 
with self-service provisioning and administration on-demand

Note  1  to  entry:  Examples of resources include servers, operating systems, networks, software, applications, and 
storage equipment.

[SOURCE: ISO/IEC 22123-1:2023, 3.1.1, modified — Note 2 to entry deleted]

4	 Motivations and objectives

This document establishes guidance based on the question: “What are the characteristics and considerations 
of an AI application?” It provides a basis for a common understanding among stakeholders to promote 
communication, engagement and acceptance of an AI application.

The formulation of this document is as follows:

—	 the context of an AI application described with respect to Who (stakeholders), What, When, Where, Why 
and How at various stages of an AI system life cycle;

—	 the stakeholders – AI stakeholder roles such as AI provider, AI producer, AI customer, AI partner, AI 
subject, consumers, community and relevant authorities;

—	 common AI application functional and non-functional characteristics and considerations.

5	 AI application context and characteristics

5.1	 Establishing approach for AI application context

This clause describes the approach for establishing the AI application context. This document uses the AI 
system life cycle stages in accordance with ISO/IEC 22989:2022, Clause 6 and ISO/IEC 5338 [1]. For each of 
the stages, various stakeholders, processes and relationships are defined and mapped thus:

—	 Who: The stakeholders (e.g. entities, persons or groups) associated with the context whose interests and 
values can be served, and whose concerns can be addressed.

—	 What: Activities associated with the context, such as

—	 AI system and application capabilities

—	 types of decisions being supported by the AI application.

—	 How: Specific methods associated with the context, such as

—	 degree of human involvement in decision-making (e.g. autonomous or semi-autonomous)

—	 AI system in an augmentation role (e.g. decision support, human-system collaboration)

IS/ISO/IEC 5339 : 2024
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—	 algorithmic processes

—	 sources, collection and provision of data

—	 deployment as a product or service

—	 When: Associated with the temporal context, i.e. a process in a particular stage of the AI system life 
cycle, or a temporal activation of a process, such as the frequency of an application. This depends on the 
context established in “What”.

—	 Where: Location associated with the context, i.e. where the AI application is used; internal to the 
organization (e.g. for operations) or external to the organization (e.g. with customers); the deployment 
mode of the application (e.g. on-premise, as a cloud service or through third parties).

—	 Why: The external causal and explanatory structures associated with the context, i.e. part of the value 
proposition to the “Who” such as the customers, users and community, shows the application’s rationale, 
objectives, benefits, considerations and impacts including economic, social, societal, etc.

5.2	 AI application context

Figure 1 shows a typical AI application context with its stakeholders, processes and relationships together 
with the different stages of an AI system life cycle.

IS/ISO/IEC 5339 : 2024
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other stakeholder

process

AI system life cycle stage

stage transition

communication
organizational boundary

AI application characteristics (see 5.4)

Figure 1 — Typical AI application context

Other stakeholders are those in the community who are not involved with the development or use of the 
AI application but are still impacted or regulators and policy makers who have impact on the deployment 
of the application. The relationships between stakeholders include communication and exchanges. The 
organizational boundary is used to delineate what is inside or outside of the producer’s organization 
(e.g. pre-deployment vs. post-deployment). In certain cases, the AI application provider can be part of the 
producer’s organization but have an external role. The three AI application characteristics (see 5.4) are also 
reflected in Figure 1.
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5.3	 Stakeholders and processes

5.3.1	 General

Figure 1 shows the relationship among the stakeholders (Who), their roles (What), (Where) and (When) the 
processes (What) are employed (How).

Figure  1 also shows that the producer, customer, regulators and community (Who) also have value 
considerations (Why) at stake in this context.

5.3.2	 AI stakeholders

5.3.2.1	 General

The AI stakeholders described here play one or more different roles and sub-roles in various stages of the 
AI system life cycle. The name of the stakeholder is also indicative of its role or sub-role as described in 
ISO/IEC 22989:2022, 5.19.

5.3.2.2	 AI producer

An AI producer (Who) is an organization or entity that designs, develops, tests and deploys products or 
services that use one or more AI systems. The AI producer takes on these roles as part of its organization’s 
objective (Why, e.g. profit as well as value creation for its customers). These roles span the whole AI system 
life cycle (When) and include management decisions about the inception and termination or retirement of 
the AI system.

5.3.2.3	 AI developer

An AI developer (Who) is an organization or entity that is concerned with the development of AI products 
and services for the producer. The roles can include model and system design, development, implementation, 
verification and validation (What) in the pre-deployment stages of the AI system life cycle (When). An 
individual AI developer can be a member of the producer’s organization or a contractor or partner.

5.3.2.4	 AI customer

An AI customer (Who) is an organization or entity that uses an AI product or service either directly or by its 
provision to AI users. There is a business relationship between an AI application provider (see 5.3.2.6) and 
an AI customer, e.g. engagement, product purchase or service subscription. The customers’ role spans the AI 
system life cycle (When) since they create the demand, realize the value and sustain the viability of the AI 
product (Why). They are often consulted by the AI producer during the inception to determine requirements 
and participate in the verification and validation, deployment, operation and monitoring, retirement stages 
of the AI system life cycle.

An AI customer or AI user (see 5.3.2.5) can be part of the AI application provider’s organization (internal, e.g. 
a business function department) or have an arms-length relationship (external, e.g. the application provider 
is a third-party service provider) (Where).

5.3.2.5	 AI user

An AI user (Who) is an organization or entity that uses AI products or services. An AI user can be an 
individual from the community (Who) or a member of the customer organization or entity. A customer can 
also be a user. An AI user does not have to be an AI customer [i.e. has a business relationship with the AI 
application provider (see 5.3.2.6)]. An AI user’s role is usually centred around the operation and monitoring 
stage of the AI system life cycle (When) to realize value from use of the AI product or service (Why).

IS/ISO/IEC 5339 : 2024
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5.3.2.6	 AI application provider

In general, an AI application provider is an organization or entity that provides products or services that uses 
one or more AI systems. In the AI application context, an AI application provider (Who) is an organization or 
entity that provides the capabilities from an AI system (such as reasoning and decision-making) in the form 
of an AI application (What) as a product or service (How) to internal or external customers as described in 
ISO/IEC 22989:2022.

NOTE	 An AI application provider in this document is analogous to an AI product or service provider in 
ISO/IEC 22989:2022.

An AI application provider can be internal (part of the AI producer’s organization) or external (such as 
a third-party product or service provider). An AI application provider’s role is usually centred around 
the deployment stage in the AI system life cycle (When). They can also participate in earlier stages by 
contributing about potential application domains, locations, customers and users, decision types and the 
particularities of the deployment environment.

5.3.2.7	 AI partner

An AI partner is an organization or entity that provides services to the AI producer and AI application 
provider as part of a business relationship.

5.3.2.8	 Data provider

A data provider (Who) is an organization or entity that is concerned with providing data used by AI products 
or services. A data provider either collects or prepares data (What), or both for use by the AI producer’s AI 
model. The data provider can be a partner of the AI producer.

The role of a data provider is usually centred around pre-deployment stages (When). In certain 
circumstances, such as where the AI system employs machine learning models, the data provider can also be 
involved in the post-deployment stages to collect and prepare data for continuous validation (When).

5.3.3	 Other stakeholders

5.3.3.1	 General

Other stakeholders include those in the community that are not involved in the production or use of the AI 
application but are still impacted, e.g. consumers. Regulators and policy makers whose mandate can have an 
impact in the AI application context are also in this category.

5.3.3.2	 Community

The use of AI technology can have impacts beyond the individual customer and user and affect other 
community members (Who) (e.g. consumers, family, neighbours, work colleagues, social circle, affiliates).

5.3.3.3	 Regulators and policy makers

A regulator (Who) is an authority in the locality where the AI application is deployed and operated, and 
which has jurisdiction governing the use of AI technology based on existing legal requirements. Even though 
compliance to legal requirements is assessed by regulators in the deployment, operation and monitoring 
stages, the AI provider and other early stage stakeholders should identify applicable risks and regulation 
and provide solutions to avoid barriers to achieve original objectives.

AI applications can be deployed in jurisdictions that have different regulations related to the collection and 
use of data, as well as their operations.

A policy maker (Who) is an authority in the locality where the AI application is deployed and operated that 
sets the legal requirements governing the use of AI technology.

IS/ISO/IEC 5339 : 2024
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5.3.4	 Processes

5.3.4.1	 General

A process is a function or activity that transforms a specified input into a desired output. In the context of an 
AI application, the processes described in this clause are related to input data (What) that are transformed 
(How) by the AI system into its capabilities (What). These capabilities are to be deployed (How, Where) in an 
AI application (What) to augment a user’s decision-making (What, How, When).

5.3.4.2	 AI system

An AI system is an engineered system that is designed, developed, verified and validated by the AI producer 
to perform certain functions such as reasoning and decision-making, as described in ISO/IEC 22989:2022. 
These functions produce “What the AI system can do”, i.e. the AI system capabilities. How these capabilities 
are produced depends on the configuration and construction of the AI model (see 5.3.4.3) and the field 
involved, e.g. computer vision, image recognition, natural language processing, machine translation, speech 
synthesis, data mining and planning.

5.3.4.3	 AI model and development

An AI model is a mathematical representation of a process (What) that forms the core of an AI system (see 
5.3.4.2). The AI model can be developed from different technologies, such as neural networks, decision 
trees, Bayesian networks, logic sentences and ontologies. These models are used to make predictions or to 
compute decisions to support the functions of the AI system as described in ISO/IEC 22989:2022, 8.3.

Information required for the model’s development can be derived from machine learning by processing 
prepared data with an algorithm (How). The data are prepared from sources appropriate for the domain 
and decision-making environment of the AI application (see 5.3.4.4). Alternatively, information can be 
derived from human-engineered declarative or procedural knowledge and human expertise can be used in 
logic programming and rule-based systems for making inferences (How) (see ISO/IEC 23053:2022, 7.1[13]).

5.3.4.4	 AI application

The AI system capabilities (see 5.3.4.2) are applied to a decision-making environment in a particular domain, 
including agriculture, transportation, fintech, education, energy, healthcare, manufacturing and many 
others. This “application” can include incorporating other non-AI capabilities, features and customizations to 
meet system specifications as well as the needs of customers or users. The AI application provider packages 
AI system capabilities into a deployable AI application (What), which in turn performs its own unique AI 
application capabilities. An AI application can be deployed as a product or service by the AI application 
provider. The level of automation of the AI application is discussed in 5.3.4.6. The level of automation can be 
found in ISO/IEC 22989:2022, 5.13.

An example is an AI system that provides natural language understanding (NLU) capabilities that are 
packaged with a conversation builder and sentiment analysis functions to create a chatbot deployed as a 
cloud service for online interaction with users (e.g. the use case in Clause A.3). Another example is an AI 
system that provides image processing capabilities with deep learning that is used in a medical diagnostic 
environment as an anomaly detecting AI application for biomedical imaging. The AI application uses 
visualization of the training and evaluation data built around the AI system capabilities and interfaces for 
pathologists in evaluating images[3].

5.3.4.5	 AI service

An AI service is an activity performed for the AI customer or user (How) that is based on an AI application’s 
capabilities. The deployment of the service can be on-premise (e.g. Clause A.2) or as a cloud service (Where) 
(e.g. Clause A.3).

IS/ISO/IEC 5339 : 2024

7



5.3.4.6	 AI-augmented decision-making

In a typical decision-making scenario, the decision maker is faced with the following: a set of uncertain 
events each with a probability of happening; a set of actions that can be taken in response to the events; a 
set of outcomes based on actions taken and certain events actually happening. To reduce the uncertainty 
of predicting events, the decision maker can seek to gain a more accurate estimate of the probability of 
events happening. This can be done by collecting pertinent data about the decision environment and process 
them within the context of the decision into information to form predictions. Given these predictions and 
the decision criteria such as to maximize the expected value of the decision, the decision maker’s expertise 
can then be used to determine which action to take based on the expected value of each outcome and take 
the best course of action. In some cases, external intelligence is also consulted in making the decision.

In the context of an AI application, it is the tool that a decision maker uses to perform some of these tasks. As 
shown in Figure 1, the collection and preparation of data to be processed by the AI model (see 5.3.4.3) are 
done for the AI system (see 5.3.4.2). The AI model makes predictions that can contribute to decision-making 
and courses of action.

The AI application is designed for a certain level of automation. On one end of the spectrum, the decision and 
action are taken by the AI application without human intervention. On the other end, the recommendation 
of the AI application is used to augment the knowledge and expertise of the decision maker who ultimately 
makes the decision and takes the action. The decision-making can occur when scheduled, triggered by 
sensor or event when needed (When).

5.4	 AI application functional characteristics

An AI application can be distinguished from a non-AI application by its possession of one or more of the 
following functional characteristics:

a) An AI application is built with the capabilities of an AI system that implements a model to acquire
information and processes with or without human intervention by algorithm or programming. The
model can be implemented with supervised, semi-supervised, or unsupervised machine learning or
programmed rules. The acquisition of information to build the model can also include the processes
related to how the information is used.

b) An AI application applies optimizations or inferences made with the model to augment decisions,
predictions or recommendations in a timely manner to meet specific objectives. Other capabilities,
features and customization are usually added to uniquely fit the needs of the specific domain and
decision environment as well as that of the AI customers and AI users. The form of optimization and
inference output to be applied depends on the model being built. The output is used to augment the
intelligence of the user in making decisions, predictions and recommendations. The application can
react and respond in a dynamic environment, including in real-time.

c) An AI application is updated in some cases and the model, system or application are improved by
evaluation of interaction outcomes. The outcomes from interaction with users are evaluated based on
the performance metrics of the model and used for continuous learning and improvement.

The relationship between these three numbered characteristics and the stakeholders within the context of 
an AI application are reflected in Figure 1.

5.5	 AI application non-functional characteristics and considerations

5.5.1	 General

The AI application functional characteristics are described in 5.4. The non-functional characteristics of an AI 
application should also be considered by the stakeholders when making decisions about the AI application. 
This clause introduces AI application-specific non-functional requirements.

IS/ISO/IEC 5339 : 2024
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5.5.2	 Trustworthiness

5.5.2.1	 General

Trustworthiness is a non-functional and essential characteristic of an AI system. It refers to the 
characteristic that signifies that the system meets the expectation of its stakeholders in a verifiable way as 
described in ISO/IEC 22989:2022, 5.15; as well as expressing its quality as being dependable and reliable[2]. 
The trustworthiness of an AI application is based on the trustworthiness of its AI system and any additional 
incorporated capabilities, features and customization. The different trustworthiness perspectives of 
stakeholders (make, use, impact) are discussed in Clause 7.

The elements of trustworthiness are briefly introduced in this clause (from ISO/IEC TR 24028:2020[2]). 
Further development of trustworthiness has been undertaken in other International Standards such as 
ISO/IEC 25059 [4].

5.5.2.2	 AI robustness

AI robustness is the ability of an AI system to maintain its level of performance, as intended by its developers, 
and required by its customers and users, under any circumstances (see ISO/IEC 22989:2022, 5.15.2 and 
ISO/IEC TR 24029-1 [5], ISO/IEC 24029-2 [6] for robustness of neural networks).

5.5.2.3	 AI reliability

AI reliability is the ability of an AI system or any of its subcomponents to perform its required functions 
under stated conditions for a specific period of time (see ISO/IEC 22989:2022, 5.15.3).

5.5.2.4	 AI resilience

AI resilience is the ability of an AI system to recover operational condition quickly following a fault or 
disruptive incident. Some fault tolerant systems can operate continuously after such an incident, albeit with 
degraded capabilities (see ISO/IEC 22989:2022, 5.15.4).

5.5.2.5	 AI controllability

AI controllability is the characteristic of an AI system whose functioning can be intervened by an external 
agent (see ISO/IEC 22989:2022, 5.15.5).

5.5.2.6	 AI explainability

AI explainability is the characteristic of an AI system which can express important factors influencing a 
decision, prediction or recommendation in a way that humans can understand (see ISO/IEC 22989:2022 
5.15.6).

5.5.2.7	 AI predictability

AI predictability is the characteristic of an AI system that enables reliable assumptions by stakeholders of its 
behaviour and the output as described in ISO/IEC 22989:2022, 5.15.7. ISO/IEC TR 24028:2020[2] discusses 
this from the perspective of unpredictability.

5.5.2.8	 AI transparency

AI transparency enables the stakeholders to be informed of the purpose of the AI system, how it was 
developed and deployed (see ISO/IEC 22989:2022, 5.15.8). This involves communicating information such 
as goals, limitations, definitions, assumptions, algorithms, data sources and collection, security, privacy and 
confidentiality protection and level of automation. A discussion of traceability, an element of transparency, 
as a potential source of ethical concern can be found in ISO/IEC TR 24368:2022[7].

IS/ISO/IEC 5339 : 2024
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5.5.2.9	 AI verification and validation

AI verification is the confirmation that an AI system was built right and fulfils specified requirements. AI 
validation is the confirmation with objective evidence that the requirements for a specific intended use of 
the AI application have been fulfilled (see ISO/IEC 22989:2022, 5.16). ISO/IEC 25059[4] describes software 
engineering validation and verification methods that are applicable to an AI system.

5.5.2.10	 AI bias and fairness

A biased AI system can behave unfairly to humans (or certain subgroups). Fairness is a human perception 
and is based on personal and societal norms and beliefs. Unfair behaviour of AI systems can have negative, 
even harmful and devastative, impact on individuals or groups (see ISO/IEC 22989:2022, 5.15.9, see also 
discussion in ISO/IEC TR 24027:2021[8]).

5.5.3	 Risks and risk management

5.5.3.1	 General

Risks, as with trustworthiness, are non-functional property of AI systems. AI systems, such as traditional 
software systems, operate within a spectrum of risk [9], which is determined by the severity of the potential 
impact of a failure or unexpected behaviour and the impacted individuals or societies.[2] Risks can be 
mitigated by risk management practices. The extent of risk management undertaken by an organization 
depends on its “risk appetite”. In some cases where the adversity level is high the “concern” can become a 
risk management “objective” at all stages of the AI system life cycle. In this clause, the elements of risks and 
risk management are introduced (see ISO/IEC 23894[9]).

5.5.3.2	 Risk management framework and processing

A risk management framework “to assist the organization in integrating risk management into specific 
activities and functions” that are specific to the development, provision or offering, or use of AI systems 
is introduced in ISO/IEC 23894:2023, Clause  5[9]. The processes associated with the AI-specific activities 
and functions include systematic application of policies, processing and practices in assessing, treating, 
reporting and mitigating the risks are detailed in ISO/IEC 23894:2023, Clause 6[9].

5.5.4	 Ethics and societal concerns

5.5.4.1	 General

On the one hand, AI technology has the potential to provide huge benefits to societies, organizations and 
individuals. On the other hand, the application of AI technology also gives rise to potential and wide-ranging 
ethical and societal concerns. Common ethical concerns relate to the means of collecting, processing and 
disclosing of personal data, conceivably with biased opinions, that feed opaque machine learning decision-
making algorithms which are not explainable (see ISO/IEC TR 24368:2022, 6, 8[7]).

5.5.4.2	 Ethical framework

An AI ethical framework can be built on existing ethical frameworks such as virtual ethics, utilitarianism, 
deontology and others (see considerations in ISO/IEC TR 24368:2022[7]). This clause describes the approach 
for establishing an AI application context as described in ISO/IEC TR 24368:2022, 7.2[7]). Organizations 
contemplating the development and use of AI in responsible ways can consider adoption of various AI 
principles (ISO/IEC TR 24368:2022, 6.2[7] and further discussed in Clause 8). Key themes associated with 
the AI principles include accountability, safety and security, transparency and explainability, fairness and 
non-discrimination, human control of technology, professional responsibility, promotion of human values, 
international human rights, respect for international norms of behaviour, community involvement and 
development, respect for the rule of law, sustainable environment and labour practices (see also examples of 
how to build socially acceptable AI in ISO/IEC TR 24368:2022, Clause 8 [7]).
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5.5.4.3	 Societal concerns

The use of AI technology has the potential to impact a wide range of societal stakeholders beyond the 
customers and users. These stakeholders can be members of the community where the AI technology is 
deployed or even future generations who will live with the impact of the technology on the quality-of-
life of the physical and work environment. It is the responsibility of the organization contemplating the 
development and use of AI technology to recognize its social responsibility and undertake stakeholder 
identification and engagement to address the impact of the technology (see ISO 26000:2010[10]).

5.5.4.4	​ Legal requirements and issues

AI technology is new and the legal requirements associated with its development, deployment and use are 
not yet widely defined. Some regions have instituted legal requirements governing certain aspects of AI 
technology and applications (e.g. facial recognition for law enforcement), and a wide range of proposals has 
been made and debated. Currently there are no coordinated and cohesive legal requirements at the domain, 
regional, national or international levels concerning AI technology.

6	 Stakeholders’ perspectives and AI application framework

6.1	 General

The AI application context described in 5.2 forms the foundation of the AI application framework defined in 
this clause. The AI application framework can be used to answer the question: “What are the characteristics 
and considerations of an AI application?”

6.2	 Stakeholders’ perspectives

The AI application framework described here incorporates the perspectives of different groups of 
stakeholders. These groups have dissimilar perspectives on the AI application based on their intentions and 
objectives. They are "make", "use" and "impact" and are shown in Figure 2. An organizational boundary is 
used in Figure 2 as a demarcation between the different groups of stakeholders. These perspectives focus 
on the AI application and its functional characteristics, non-functional characteristics and considerations.
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direction of view
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Figure 2 — AI application – stakeholders’ perspectives

The "make" perspective emanates from the AI producers, AI developers and data providers who produce 
the AI application. The AI provider shares some of this perspective since they can have a role in both the 
production and deployment of the AI application. The AI customer and AI user have the "use" perspective 
since they are the ones who employ the AI application to augment their decision-making. The community’s 
perspective is from the view of how it is being impacted by the deployment of the AI application. The 
regulator’s perspective is on whether the deployment of the AI application complies with legal requirements 
(promulgated by policy makers) of the locality and jurisdictional impact on the product or service if non-
compliant.

6.3	 AI application framework

The AI application framework is represented in Figure 3. Table 1 establishes the relationship between the 
stakeholders (rows) and their make and use perspectives (columns). Table  2 establishes the relationship 
between the stakeholders (rows) and their impact perspective (column). Table  3 expands on the AI 
characteristics of the processes (How) and the context of the stakeholders’ involvement. The AI application 
framework as a combined view from Tables 1, 2 and 3 is shown in Figure 3.
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Figure 3 — AI application framework as combined view with Table 1, Table 2 and Table 3
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Table 1 — AI application framework — Make and use perspectives

Perspectives Make Use

Stakeholders AI produc-
ers

Data provid-
ers

AI develop-
ers

AI application 
providers

AI cus-
tomers AI users

Context

Who • • • • • •
What (see AI 

characteristics in 
Table 3)

• • • • • •

How (see AI 
characteristics in 

Table 3)
Build, apply, 

update Build Build Build Apply Apply

When All stages

Design and 
development; 
Verification 
and valida-

tion

Design and 
development; 
Verification 
and valida-

tion

Deployment, 
operation and 

monitoring
All stag-

es
Deployment, 

operation and 
monitoring

Where • • • • • •
Why • • • • • •

Subclause refer-
ences 7.1.2 7.1.3 7.1.4 7.1.5 7.2.2 7.2.2

AI non- 
functional

Characteristics Trustworthiness, risks and management
Considerations Ethics, societal concerns, legal requirements and issues

Subclause references 5.5.2, 5.5.3, 5.5.4
• = Stakeholder’s role(s) in context.

Table 2 — AI application framework — Impact perspective

Perspectives Impact
Stakeholders Community Regulators and 

policy makers
Context Who • •

What • •
How • •

When Deployment, 
operation and 

monitoring

Deployment, 
operation and 

monitoring
Where • •

Why • •
Subclause refer-

ences
7.3.2 7.3.3

AI non-func-
tional

Characteristics Trustworthiness, risks and 
management

Considerations Ethics, societal concerns, legal 
requirements and issues

Subclause references 5.5.2, 5.5.3, 5.5.4
• = Stakeholder’s role(s) in context.
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Table 3 — AI application framework — AI characteristics

AI Characteristics Processes What How Subclause ref-
erences

Built with the capabilities of an AI 
system that implements a model to 
acquire information and processes 

with or without human intervention by 
algorithm or programming

AI model develop-
ment, AI system ∎ ∎

5.4
Applies optimizations or inferences 

made with the model to augment deci-
sions, predictions or recommendations 

in a timely manner to meet specific 
objectives

AI application, 
AI-augmented 

decision-making
∎ ∎

Updates and improvements made to the 
model, system or application by evalua-

tion of interaction outcomes
Continuous vali-

dation ∎ ∎

∎ = AI characteristics in context.

7	 Guidance for AI applications

7.1	 General

This clause provides recommendations for the stakeholders to recognize their roles and responsibilities as 
well as be made aware of opportunities in making, using or responding to the impact of the AI application. 
The functional characteristics (see 5.4) and non-functional characteristics (see 5.5) of the AI application are 
considered in this guidance.

The guidance is formulated as a set of questions that each type of stakeholder should be asking as part of 
their roles and responsibilities based on the perspectives in Figure 2 and the framework in Table 3. Some of 
these questions can lead to opportunities for the stakeholders to explore further aspects of an AI application 
such as applicability of relevant International Standards for the specific application. Annex A provides two 
use cases where answers to some of the questions recommended here are used to fill in the AI application 
framework in Table 3.

7.1.1	 General

The stakeholders with the make perspective are those that work for or partner with the AI producer to 
design, develop, verify, validate and provide data for the AI system, which in turn is deployed as an AI 
application.

7.1.2	 AI producer perspective

The AI producer should at least address the following considerations:

—	 Who are the AI customers and AI users?

—	 Who are the AI developers? Are they qualified and skilled employees or contractors?

—	 Who are the AI application providers and their relationship with the AI producer?

—	 Who are the stakeholders in each stage of the AI system life cycle (see ISO/IEC 22989:2022, Clause 6)? 
What is the AI system and its capabilities? What algorithm is the AI model based on?

—	 What are the AI characteristics of the AI application?

—	 What data are used to create the AI model? What is the source of these data? Who are the data providers 
and their partners?
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—	 What are the trustworthiness and risk concerns of the AI application? What is being done to assess and 
mitigate these concerns? Is a risk management system in place for the organization? ([2],[9])

—	 What are the ethics, societal concerns, security, confidentiality, privacy and other legal requirement 
considerations in producing and deploying the AI application? How are they being addressed[7]?

—	 What is the technological ecosystem for the accessible deployment of the AI application?

—	 What is the overall quality of the AI system?[4],[5]

—	 How is the AI application built, applied and updated? How is the AI model trained or programmed? How 
robust is the AI model[6],[7]? When (in which stage of AI system life cycle) the model building, application 
and updates will be reviewed? Where is the model built, applied and updated, on site or using a cloud 
service? When (in which stage of AI system life cycle) should the AI producer be involved to reassess AI 
characteristics in context?

—	 Where is the AI application to be deployed, on-premise or as a cloud service? Where will the AI application 
be developed? Where are the AI developers located? Where are the data sources located? Where, in 
terms of, geographical location will the AI application be deployed?

—	 Why is the AI application being developed into a product or service? What is the potential value for the 
AI producer and AI customer? What are the opportunities and courses of action?

7.1.3	 Data provider perspective

The data provider should at least address the following considerations:

—	 Who is the AI producer? Employer, partner or customer?

—	 What data are being collected and what is the source? How are the data collected, stored, processed, 
provisioned and fed into the AI model (for machine learning applications, see ISO/IEC 5259-4:—1) [14])? Is 
a data management system employed (for machine learning applications, see ISO/IEC 5259-3:—2) [15])?

—	 What is the domain, geographical and other providence of the data being collected? What are the 
applicable boundary conditions of the AI model developed from these data?

—	 What are the sources and nature restrictions for gathering the required training data?

—	 How is the quality of the collected data measured and validated (for machine learning applications see 
ISO/IEC 5259-2:—3) [11])? What are the trustworthiness and bias concerns of the data? What is being 
done to assess and mitigate these concerns (see ISO/IEC TR 24028:2020,[2] ISO/IEC TR 24027:2021[8],)?

—	 How are data being collected, validated and used to update the AI model during the operation and 
maintenance stage? How are collected data secured, protected and used appropriately in compliance 
with internal policies and data sovereignty requirements?

—	 When (in which stages of AI system life cycle) the data availability and quality need to be reassessed?

—	 Where is the source location of the data? Where are the data to be processed, on-premise or using a cloud 
service? In which geographic location?

—	 Why specific data are needed in the context of the AI application?

7.1.4	 AI developer perspective

The AI developer should at least address the following considerations:

—	 Who is the AI user, data provider and AI producer?

1) Under preparation. Stage at the time of publication: ISO/IEC DIS 5259-4:2023.
2) Under preparation. Stage at the time of publication: ISO/IEC DIS 5259-3:2023.
3) Under preparation. Stage at the time of publication: ISO/IEC DIS 5259-2:2023.
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—	 What is the relationship between the AI developer and AI producer? Employee or contractor?

—	 What are the qualifications and skills required of the AI developers?

—	 What AI model is employed, trained or programmed? How is the AI model being designed, developed, 
validated and verified into the functional characteristics of the AI system? What processes are involved?

—	 What are the technological and ecosystem requirements needed to deploy the AI system as an accessible 
AI application?

—	 What are the algorithms used for data processing? What are the criteria for data quality? What are the 
criteria for output quality? What are criteria for validation and verification? What are the criteria for 
model update?

—	 How are data pre-processed? How is the quality of data determined? How is the algorithm selection 
done? How are the model requirements adapted?

—	 When (in which stage of AI system life cycle) are the context and requirements assessed?

—	 Where the AI application can be deployed, locally or as a cloud service?

—	 Why is the AI application being developed into a product or service? Why the specific model is used?

7.1.5	 AI application provider perspective

The AI application provider should at least address the following considerations:

—	 Who are the AI customers and AI users and how do they employ the AI application?

—	 What is the relationship between the AI producer and the AI application provider? Employer or partner?

—	 What are the AI characteristics of the application? What are its capabilities, capacity and throughput as 
well as constraints and limitations?

—	 What are the technological and ecosystem requirements for the AI customers and AI users to access and 
use the AI application? What are the failure recovery provisions?

—	 What are the operational analytics of the AI application and how are they monitored?

—	 What are the impacts of the AI application on its customers, users and community?

—	 How is the AI application built, applied and updated? How is the AI model trained or programmed? How 
robust is the AI model[5],[6]? When (in which stages of AI system life cycle) the model building, application 
and updates are to be reviewed? Where is the model built, applied and updated, on site or as a cloud 
services? When (in which stages of AI system life cycle) should the producer be involved to reassess AI 
characteristics in context?

—	 How are risks managed in the deployment of the AI application?

—	 When (in which stage of AI system life cycle) are the context and requirements assessed?

—	 Are there any applicable boundaries for the recommended, acceptable or responsible use of the AI 
application? Are these part of the legal requirements in the software license?

—	 Where is the AI application being deployed? What legal requirements apply to the functional and non-
functional characteristics of the AI application’s domain? Who are the regulators?

—	 Why is the AI application being developed into a product or service?
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7.2	 Use perspective

7.2.1	 General

The stakeholders with the use perspective are those AI customers and AI users that employ the AI application 
to augment their decision-making (see 5.3.4.6).

7.2.2	 AI customer and AI user perspective

The AI customer and AI user should at least address the following considerations:

—	 What is the relationship between the AI application provider and AI customer or AI user?

—	 What are the AI customers’ and AI users’ (and as community members) considerations in using the 
AI application? What are some of the governance implications involved in organizations where the AI 
application is employed (see ISO/IEC 38507:2022[12])?

—	 What data are collected in using the AI application and how are they being used (for machine learning 
applications, see Reference [11])? What are the data governance policies in place? Are the data being fed 
back into the AI model for continuous learning and improvement?

—	 What are the trustworthiness and risk considerations of the AI application being used? What is being 
done to assess and mitigate these concerns[2]?

—	 What are the transparency and explainability aspects of the AI application supplied by the AI provider?

—	 What are the ethical and societal concerns in using the AI application? How are they addressed?

—	 What decision-making will be augmented by the AI application? What is the level of automation? Who is 
going to evaluate the effectiveness of the AI application and what metrics are being used?

—	 How do the AI customers and AI users access the output of the AI application to augment their decision-
making? How are the performance and effectiveness of the AI application being measured?

—	 When (in which stage of AI system life cycle) are the context and requirements assessed? Where is the 
AI application deployed and accessed? What are the legal requirements for deployment?

—	 Why is the AI application being employed? What are the potential values in employing the AI application?

7.3	 Impact perspective

7.3.1	 General

The community in which the AI application is deployed and its consumers in it can be impacted by its 
use. Examples include the use of AI applications in surveillance, loan application, delivery of health care, 
information dissemination in social media. The deployment of an AI application can be impacted by the 
regulator who is an authority in the locality and has jurisdiction governing the use of AI technology based 
on legal requirements promulgated by policy makers.

7.3.2	 Community perspective

The community in which the AI application is deployed should at least address the following considerations:

—	 Who are the consumers? What are their particular concerns as a member of the community?

—	 What data are collected in using the AI application and how are they being used? What are the privacy 
concerns?

—	 How is the community and consumers in it being impacted by the employment of the AI application? How 
is this impact being measured, how often and by whom? What are the community’s recourses for adverse 
impacts?
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—	 When (in which stage of AI system life cycle) the AI customer feedback or requirements are to be assessed 
and reassessed?

7.3.3	 Regulator and policy maker perspective

Regulators and policy makers should at least address the following considerations:

—	 Who are the consumers? What are their particular concerns as a member of the community?

—	 What is the mechanism through which legal requirements are made for the deployment of the AI 
application (e.g. top-down or bottom-up)? How is the AI application being used and how does the 
employment impact the community? Who is the responsible party (e.g. AI provider, AI customer, AI 
user)?

—	 When (in which stage of AI system life cycle) are the legal requirements assessed or reassessed?

—	 Where is the AI application being deployed? What are the applicable legal requirements? How is the 
deployment going to be monitored for compliance? Who is the responding party for a violation?

—	 Why is the AI application being employed? What are the potential values in employing the AI application? 
What are potential, positive or adverse impacts on the community?
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Annex A 
(informative) 

Use cases

A.1	 General

Two use cases are presented to illustrate the applicability of this document based on the context (see 5.2), 
stakeholders and processes (see 5.3), AI characteristics (see 5.4) captured in the AI application framework 
(see Clause 6, Table 2 and Table 3). Some of the cells are filled in with answers from questions suggested in 
Clause 7.

A.2	 FujitsuTM 4) Limited – detecting defects in wind turbine blades

The use case from Fujitsu Limited deals with an AI application that uses deep learning to train an algorithm 
to detect defects in a wind turbine blade to augment quality control and inspection decision-making. 
The stakeholders, context and AI characteristics of this application are shown in Table A.1, Table A.2 and 
Table  A.3 based on the AI application framework (see 6.3) (refer to Figure  3 for a combined view of the 
framework).

Table A.1 — AI application framework — Make perspective for Fujitsu Limited use case

Perspectives Make

Stakeholders AI producers Data provid-
ers AI developers AI application pro-

viders

Context

Who Fujitsu Limited
Ultrasonic 

scanner 
vendor

Fujitsu Limited Fujitsu Limited

What
(see AI char-
acteristics in 

Table A.3)

Responsible for the entire 
system

Provides 
data from 
ultrasonic 
scanners

Develops the AI 
system includ-
ing the trained 

model

Takes the devel-
oped AI system and 
provides it as an AI 

application
How

(see AI char-
acteristics in 

Table A.3)

Build, apply, update Build Build Build

When All stages
Design, de-

velop, verify, 
validate

Design, develop, 
verify, validate

Deploy, operate, 
monitor

Where Producer Producer Customer premises

Why

The producer is expected to 
provide a good AI application 
for the customer because of 
a good understanding of the 
objective and requirements 

of the AI application through 
dialogues with the customer

Empty cells denote no information was provided.

4) FujitsuTM is a trademark of Fujitsu Limited. This information is given for the convenience of users of this document
and does not constitute an endorsement by ISO or IEC of this product.
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Table A.2 — AI application framework — Use and impact perspectives 
for Fujitsu Limited use case

Perspectives Use Impact
Stakeholders AI customers AI users Community Regulators and policy 

makers

Context

Who Wind turbine manufacturer
Professional 

quality controller, 
inspector of man-

ufacturer

Utility com-
panies, users 

and neigh-
bours of wind 

turbine

For example, for the EU 
market: the European 
Commission’s Direc-
tor-General (DG) for 

internal market, indus-
try, entrepreneurship 

and SMEs
What
How Apply Apply

When Deploy, operate, monitor Deploy, operate, 
monitor

Deploy, oper-
ate, monitor

Deploy, operate, mon-
itor

Where Customer premises Customer prem-
ises

Why

Any defects when a blade is in 
operation cannot only prove 
catastrophic but also inflict 

major damage to the manufac-
turer’s reputation. The manu-
facturer produces over 5 000 

wind turbine blades every 
year for use in on and offshore 

wind farms. Each blade can 
be up to 75 m in length and 

takes a highly skilled profes-
sional quality controller up to 
6 h to evaluate the scanning 
data in the quality assurance 
process. With the AI system 

the evaluation time is reduced 
by 80 %, which translates into 
cost savings, reduced produc-
tion lead times, and increased 

productivity

Professional qual-
ity controllers 

and inspectors of 
the manufacturer 
are interested in 
their increased 

productivity with 
the AI applica-
tion as well as 

the performance 
(accuracy) of the 

AI application

Neighbours 
of the wind 

turbine sites 
are appre-

hensive about 
any damage 

caused by 
a defective 

wind turbine

The regulator ensures 
the safety of prod-

ucts with applicable 
requirements for the 

manufacturing process 
of huge products such 
as wind turbine blades 
and liability of defec-

tive products

Empty cells denoted no information was provided.
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Table A.3 — AI application framework — AI characteristics for Fujitsu Limited use case

AI Characteristics Processes What How
Built with the capabilities of an AI 
system that implements a model to 
acquire information and processes 

with or without human intervention by 
algorithm or programming

Training phase – al-
gorithmic processes

Deep learning 
and imagifica-

tion

Transforms raw data (ultrasonic 
testing scanning data) into image 

data using RGB

Applies optimizations or inferences 
made with the model to augment deci-
sions, predictions or recommendations 

in a timely manner

AI application (Fujit-
su F|AIR platform) – 

execution phase
Detect defects Inspecting non-destructive ultra-

sonic testing scanning data

Decision-making
Quality control 
or inspection 
decision-mak-

ing

Decision-making is done through 
human-machine teaming. The AI 
system can detect defects with 

high coverage (more than 95 %) of 
various defects. Humans are only 
expected to examine the regions 

of the blade that are flagged by the 
AI system. For example, detecting 

missing back wall echo, foreign 
object of dry glass defect, wrinkle

Updates and improvements made to 
the model, system or application by 
evaluation of interaction outcomes

Continuous valida-
tion

Deep learning 
and imagifica-

tion

Outcomes are monitored until 
certain period of time has passed 
since the last training or retrain-

ing or a new production process is 
introduced

A.3	 LivePersonTM 5) – chatbots using natural language understanding

The use case from LivePerson deals with an AI application that uses machine learning to enhance the 
conduct of machine-to-person conversation using natural language understanding software together with 
domain and context sensitivity and sentiment analysis. The stakeholders, context and AI characteristics of 
this application are shown in Table A.4, Table A.5 and Table A.6 based on the AI application framework (see 
6.3) (refer to Figure 3 for a combined view of the framework).

5)  LivePersonTM is a trademark of LivePerson, Inc. This information is given for the convenience of users of this document
and does not constitute an endorsement by ISO or IEC of this product.
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Table A.4 — AI application framework — Make perspective for LivePerson use case

Perspectives Make
Stakeholders AI producers Data providers AI developers AI application 

providers

Context

Who LivePerson Client LivePerson
LivePerson, 

other 3rd party 
messaging and 
NLU providers

What (see AI 
characteristics in 

Table A.6)

Build the NLU, the web 
chat, web messaging 
Software Develop-

ment Kits, 3rd party 
messaging application 

connectors

Collect chat and 
messaging conver-
sation transcripts 
between humans 
and between bots 

and humans

Develop the NLU 
engine, develop 

the Conversation 
Builder applica-
tion, develop the 

contact centre 
agent management 

interfaces

Provide the 
messaging appli-
cations that run 
on popular hand 

device oper-
ating systems 

and provide 3rd 
party NLU

How (see AI 
characteristics in 

Table A.6)
Build, apply, update Build Build Build

When All stages Design, develop, 
verify, validate

Design, develop, 
verify, validate

Design, develop, 
verify, validate

Where Private cloud
Private cloud and 
3rd party messag-

ing platform

Private cloud and 
3rd party messag-

ing platform

Private cloud 
and 3rd party 

messaging plat-
form

Why

Value proposition: Aug-
ment client’s service 
representatives and 
agents’ capabilities 
to serve customers. 
Enable chatbots to 

serve customers when 
service representatives 

and agents are not 
available or for filtering 
needs using sentiment 

analysis to divert inter-
action to other means 

or to live personnel

NLU needs to meet 
clients and indus-

try-specific require-
ments. The client 

can also opt to build 
its own bots that 

can automate part 
or all of conversa-

tions

Conversational 
commerce conver-
sations require a 
specialized intent 

and language 
model. While Live-
Person is capable 

of consuming NLU 
from other AI ser-
vice providers, it 

also offers its own 
NLU that has been 
developed to meet 
the requirements 
of specific indus-

try use cases.
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Table A.5 — AI application framework — Use and impact perspectives for LivePerson use case

Perspectives Use Impact
Stakeholders AI customers AI users Community Regulators and policy makers

Context

Who Client Web users Community 
members

Industry-specific: e.g. insurance, 
banking and credit card process-

ing, telecommunications and 
media, health. Application-spe-
cific: e.g. required to identify as 
automated service. Privacy-spe-

cific: required to protect custom-
er data and privacy in certain 

regions.

What Configure the distribution of messages 
from customers to humans or bots

How Apply Apply

When Deploy, operate, monitor Deploy, oper-
ate, monitor Deploy, operate, monitor

Where Private cloud

Why

Large-scale contact centres and messag-
ing operations require the distribution 
of care, sales, support and complaints 

enquires to specialist groups. Matching 
intents through NLU to groups of skilled 
messaging agents increase efficiency and 

improves customer satisfaction

Many industries are regulated to 
protect consumers and society 

at large. Messaging has a distinct 
advantage over voice and face-to-
face communications because the 
conversation is conducted in text, 
enabling organizations to conduct 

quality assurance in real time – 
and identify at-risk and vulner-
able customers and potentially 

inappropriate conduct
Empty cells denote that no information was provided.
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Table A.6 — AI application framework — AI characteristics of LivePerson use case

AI Characteristics Processes What How
Built with the capabilities of an 

AI system that implements a 
model to acquire information and 
processes with or without human 
intervention by algorithm or pro-

gramming

Machine learning, NLU
Conversation builder 

– help clients build
chatbots for their 

own purposes

Collect data for ML to improve 
AI capabilities

Applies optimizations or infer-
ences made with the model to 

augment decisions, predictions 
or recommendations in a timely 

manner

Chatbot, sentiment 
analysis

Supports client’s 
conversation with 

consumers through 
live interaction with 

customer repre-
sentatives, agents, 

chatbots; integrated 
with NLU to provide 

live analysis

Autonomous and semi-auton-
omous web conversation with 

consumers

Service agent question 
and answer

Augment service 
agent with sentiment 
analysis to better re-
spond to consumers

Augment client’s service 
representatives and agents’ 

capabilities to server customers 
while maintaining consistency, 

efficiency
Updates and improvements made 
to the model, system or applica-
tion by evaluation of interaction 

outcomes
Chatbots, service agents Data flow back to 

model

Monitoring for improvement 
with feedback from interactions 
with customers using a scoring 
method for agents and chatbots

Figure A.1 shows the components of the LivePerson AI application together with its environment. The AI 
application employs the integrated capabilities of natural language processing and sentiment analysis to 
build conversations in chats with online users. The application also captures data from these conversations 
to use for machine learning as part of continuous improvement of the system.

IS/ISO/IEC 5339 : 2024

25



Key

AI application

AI application user

AI service provider and enabler

AI as a service provider (AlaaS)

AI system components

resource

AI system capabilities
enterprise IT service
data flow

NLU natural language understanding
ML machine learning

Figure A.1 — LivePerson — AI application use case diagram
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