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Statistical Methods for Quality, Data Analytics and Reliability Sectional Committee, MSD 03 

FOREWORD 

This Indian Standard (First Revision) was adopted by the Bureau of Indian Standards, after the draft finalized by 

the Statistical Methods for Quality, Data Analytics and Reliability Sectional Committee had been approved by 

the Management and Systems Division Council. 

Industrial experimentation is often performed to estimate some unknown values. These values are usually parameters 

(constants, such as, mean thickness of metal sheets; variance of tensile strength of wire; relationship between 

carbon content and tensile strength of steel, etc) of a probability distribution or function of these parameters. The 

present standard deals with estimation of parameters of a normal population on the basis of series of test results 

on items in a sample drawn from this population, and discusses point estimates and interval estimates for mean, 

standard deviation and regression coefficient.  

A point estimate is a single value which is used to estimate the parameter in question. A point estimate is often 

inadequate as an estimate of a parameter since it rarely coincides with the value of the parameter and does not 

indicate how far away this estimate is from the true value of the parameter. One way of expressing this uncertainty 

is to specify an interval as an estimate instead of a single value, stating that the interval thus calculated includes 

the true value of the population parameter, has a specified high probability. Such an interval is called a confidence 

interval. 

The confidence interval is obtained as a function of the test results on items in the sample of observations and 

therefore is a random interval. Associated with it is a confidence level (sometimes termed as confidence 

coefficient), which is the probability, usually expressed as a percentage, that the interval does contain the parameter 

of the population. If we choose an interval such that the probability that it contains the value of the population 

parameter is 1 - α, then we say that the interval is a 100 (1 - α) percent confidence interval for the parameter and 

1 - α is known as the confidence level. Generally, 95 percent and 99 percent confidence intervals are constructed. 

This standard was first published in 1996. The first revision has been made in the light of experience gained since its 

publication and to incorporate the following major changes: 

a) Two new tables have been added to give relevant values of standardized t and χ2 distribution;

b) Align it with IS/ISO 16269-7 ‘Statistical interpretation of data: Part 7 Median — Estimation and

confidence intervals’;

c) Point estimate of mean and standards deviation for grouped data as in ISO 2602 : 1980 ‘Statistical

interpretation of test results — Estimation of the mean — Confidence interval’ has been added; and

d) Estimation of confidence interval of mean using range has also been added.

The composition of the Committee responsible for the formulation of this standard is given in Annex B. 

For the purpose of deciding whether a particular requirement of this standard is complied with, the final value, 
observed or calculated, expressing the result of a test or analysis, shall be rounded off in accordance with
IS 2 : 2022 ‘Rules for rounding off numerical values (second revision)’. The number of significant places 
retained in the rounded off value should be the same as that of the specified value in this standard.



Indian Standard 

STATISTICAL INTERPRETATION OF TEST RESULTS —  

ESTIMATION OF MEAN, STANDARD DEVIATION AND 

REGRESSION COEFFICIENT — CONFIDENCE INTERVAL 

( First Revision ) 

1 SCOPE 

1.1 This standard specifies the statistical treatment of 

test results needed to calculate confidence interval for 

the mean, standard deviation and regression 

coefficient of a population. 

1.2 It does not cover the calculation of an interval 

with a fixed probability, at least a given percentage 

of the population (that is, statistical tolerance 

interval) which is covered in IS/ISO 16269-6. 

2 REFERENCES

The standard given below contain provisions which 

through reference in this text, constitute provision of 

this standard. At the time of publication, the editions 

indicated were valid. All standards are subject to

revision and parties to agreements based on this 

standard are encouraged to investigate the possibility 

of applying the most recent edition of these standard:

IS No. Title 

IS 2 : 2022 Rules for rounding off 

numerical values (second 

revision) 

IS 7920 (Part 1) 

: 2012 

Statistical — Vocabulary 

and symbols: Part 1 

General statistical terms 

and terms used in 

probability (third revision) 

3 DEFINITIONS 

For the purpose of this standard, the definitions 

given in IS 7920 (Part 1) shall apply. 

4 ESTIMATION OF MEAN  

4.1 Ungrouped Data 

A point estimate of the population mean (designated 

as μ) is given by the sample mean (𝑥̅) and is obtained 

as follows: 

𝑥̅ =  
1

𝑛
 ∑ 𝑥𝑖

𝑛

𝑖=1

where x1, x2,…., xn are test results of n items in the 

sample. 

4.2 Grouped Data 

When the number of results is sufficiently high (for 

example, above 50), it may be advantageous to 

group them into classes of the same width. In certain 

cases, the results may also have been directly 

obtained grouped into classes. 

The frequency of the ith class, that is, the number of 

results in class i, is denoted by fi. 

The number of classes being denoted by k, we have: 

𝑛 =   ∑ 𝑓𝑖

𝑘

𝑖=1

The midpoint of class i is designated by xi. The mean 

𝑥̅ is then estimated by the weighted mean of all 

midpoints of classes: 

𝑥̅ =  
1

𝑛
 ∑ 𝑓𝑖𝑥𝑖

𝑘

𝑖=1

5 ESTIMATION OF THE STANDARD 

DEVIATION 

5.1 Ungrouped Results 

The point estimate of the population standard 

deviation (σ), is given by sample standard deviation 

(s) as follows: 

𝑠 =  √
1

𝑛 − 1
 ∑(𝑥𝑖 − 𝑥̅)2

𝑛

𝑖=1

or 

𝑠 =  √ 1

𝑛−1
[∑ 𝑥𝑖

2 −  
(∑ 𝑥𝑖

𝑛
𝑖=1 )

2

𝑛

𝑛
𝑖−1 ] 
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where 

xi = the value of the ith test result (i =1, 2, ..., 

n); 

n = the total number of test results; and 

𝑥̅ = the sample mean calculated as in 4.1. 

5.2 Grouped Results in Classes 

In the case of grouping by classes, the formula for 

the estimate of the standard deviation is written: 

𝑠 =  √
1

𝑛 − 1
 ∑ 𝑓𝑖(𝑥𝑖 − 𝑥̅)2

𝑘

𝑖=1

or 

𝑠 =  √
1

𝑛 − 1
[∑ 𝑓𝑖𝑥𝑖

2 −
(∑ 𝑓𝑖𝑥𝑖

𝑛
𝑖=1 )2

𝑛

𝑘

𝑖−1

] 

where 

fi  = frequency of ith class; 

xi = the midpoint of ith class (i =1, 2, ..., k); 

𝑥̅ = the sample mean calculated as in   4.2; and 

𝑘𝑛 =  ∑𝑖=1 𝑓𝑖 =  the total number of test results.

6 ESTIMATION OF THE REGRESSION 

COEFFICIENT 

Consider the linear regression of an independent 

variable (X) on the dependent variable (Y), 

E(Y/X = x) = β0 + β1x

Given n (> 2) pairs of test results (xi, yi), i = 1, 2,..., 

n, the estimate of β1, is: 

𝑏1 =  
𝑠𝑥𝑦

𝑠𝑥
2

where 

sxy = the estimate of covariance of X and Y; and 

sx  = the estimate of standard deviation of X. 

sx is given  by the  expression in 5 and sxy is  given by 

the following expression: 

𝑠𝑥𝑦 =
1

𝑛 − 1
 ∑(𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)

𝑛

𝑖=1

𝑠𝑥𝑦 =  
1

𝑛 − 1
 [∑ 𝑥𝑖𝑦𝑖 −

(∑ 𝑥𝑖 ∑ 𝑦𝑖)

𝑛
] 

7 CONFIDENCE INTERVAL FOR THE MEAN  

7.1 Standard Deviation Known 

7.1.1  Two Sided 

The confidence interval for the population mean is 

calculated from the point estimate (𝑥̅) of the mean 

and the known standard deviation (σ). 

A 100 (1 - α) percent confidence interval for the 

population mean of a normally distributed variable 

with mean μ and variance σ is given by: 

[ 𝑥̅ − 𝑧
(1 − 

𝛼
2

)

𝜎

√𝑛
, 𝑥̅ +  𝑧

(1 − 
𝛼
2

)

𝜎

√𝑛
] 

where 

z1 - α/2 = the value of standard normal deviate 

𝜎

√𝑛
 =  the standard error of 𝑥̅. 

NOTES 

1 The value of z1- α /2 can be obtained from the tables of 

the standard normal. For 95 percent and 99 percent 
confidence intervals, the value is 1.96 and 2.575, 

respectively. 

2 As 1 - α increases, the length of the interval also increases. 

Also, for a fixed α, as 𝜎 increases the length of the interval 
increases. 

3 For given α and σ, larger the sample size, narrower is the 

length of the interval and better the estimate. 

7.1.2  One Sided 

In some cases, one-sided confidence intervals are 

most appropriate to use. The one-sided confidence 

interval may be either an upper limit or a lower limit. 

A 100 (1 - α) percent one-sided confidence interval 

for population mean of a normally distributed 

variable with mean (u) and variance (a) is given by: 

[𝑥̅ − 𝑧(1−𝛼)

𝜎

√𝑛
, + ] 
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with the area of          to its left; and(1 −  
𝛼

2
) 



or 

[− , 𝑥̅ + 𝑧(1−𝛼)
𝜎

√𝑛
] 

where 

z1 - α = the value of standard normal deviate 

with the area of (1- α) to its left and   

𝜎

√𝑛
 = the standard error of 𝑥̅. 

7.2 Standard Deviation Not Known 

7.2.1 Sample Size More Than 30 

When the parameter σ is not known and if the sample 

is large, say, greater than 30, its point estimate (s), 

as given in 5, is made use of in place of σ for 

calculating confidence interval as given in 7.1. 

7.2.2 Sample Size Less Than Equal to 30 

If the sample size is less than equal to 30, its point 

estimate (s), as given in 5 is made use of in place of 

σ, and student's t-distribution is made use of in place 

of normal distribution for calculating confidence 

interval. 

The 100 (1 - α) percent confidence interval is given by: 

𝑥̅ − 𝑡
1−

𝛼
2

 (𝑛−1)

𝑠

√𝑛
, 𝑥 + 𝑡

1−
𝛼
2

 (𝑛−1)

𝑠

√𝑛

For one-sided confidence interval a 100 (1- α) 

percent confidence interval is given by: 

𝑥̅ −  𝑡1−𝛼(𝑛−1)

𝑠

√𝑛
, + 

− , 𝑥̅ − 𝑡1−𝛼(𝑛−1)

𝑠

√𝑛

The values of 𝑡1− 𝛼 and the ratio 𝑡1− 𝛼/√𝑛  are
given in the Table 1 and Table 2 respectively, for 
95 percent and 99 percent confidence level for n - 1 
degrees of freedom. 

Example 1 

Measurements  on  the   thickness  (in  codified 

units) of a sample of 16 mica discs from a 

production process are as follows: 

14, 11, 11, 17, 15, 13, 14, 11, 14, 12, 10, 10, 8, 

13, 7, 8  

The mean of thickness values is calculated as 

11.75.  Suppose it is known that these discs have 

been produced by a controlled process whose 

standard deviation is known to be equal to 2.5. 

Following the procedure described in 7.1, we 

find that the 95 percent confidence interval for 

the mean is: 

 11.75 − 
1.96  2.5 

4
, 11.75 +

1.96  2.5

4

Which gives us the interval [10.5, 13.0]. The 

probability that the population mean is included 

in the estimated interval [10.5, 13.0] is 

95 percent. Similarly, the 99 percent confidence 

interval can be calculated as [10.1, 13.4]. 

Example 2 

Consider the above example when there is no 

knowledge about the standard deviation of the 

thickness. The estimate of σ is obtained as 

s = 2.77. 

In this case the 95 percent confidence interval is 

seen to be (values of t and 
𝑡

√𝑛
 for n = 16 are 

obtained from Table 1 and Table 2). 

[ 11.75 - (2.131) 
𝑠

√𝑛
, 11.75 + (2.131) 

𝑠

√𝑛
] 

= [11.75 - 0.533 × 2.77, 11.75 + 0.533 × 2.77] 

Which is [10.3, 13.2]. 

Similarly, the 99 percent confidence interval 

can be, calculated as [9.7, 13.8]. 
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Table 1 Values of t1 - α

(Clause 7.2.2) 

Sl No. Confidence Level Two-Sided 

Case 
Confidence Level One-Sided Case 

95 % 99 % 95 % 99 % 

𝑛 − 1 t0.975 t0.995 t0.95 t0.99 

(1) (2) (3) (4) (5) (6) 

i) 1 12.71 63.66 6.314 31.82 

ii) 2 4.303 9.925 2.920 6.965 

iii) 3 3.182 5.841 2.353 4.541 

iv) 4 2.776 4.604 2.132 3.747 

v) 5 2.571 4.032 2.015 3.365 

vi) 6 2.447 3.707 1.943 3.143 

vii) 7 2.365 3.499 1.895 2.998 

viii) 8 2.306 3.355 1.860 2.896 

ix) 9 2.262 3.250 1.833 2.821 

x) 10 2.228 3.169 1.812 2.764 

xi) 11 2.201 3.106 1.796 2.718 

xii) 12 2.179 3.055 1.782 2.681 

xiii) 13 2.160 3.012 1.771 2650 

xiv) 14 2.145 2.977 1.761 2.624 

xv) 15 2.131 2.947 1.753 2.602 

xvi) 16 2.120 2.921 1.746 2.585 

xvii) 17 2.110 2.898 1.740 2.567 

xviii) 18 2.101 2.878 1.734 2.552 

xix) 19 2.093 2.861 1.729 2.539 

xx) 20 2.086 2.845 1.725 2.528 

xxi) 21 2.080 2.831 1.721 2.518 

xxii) 22 2.074 2.819 1.717 2.508 

xxiii) 23 2.069 2.807 1.714 2.500 

xxiv) 24 2.064 2.797 1.711 2.492 

xxv) 25 2.060 2.787 1.708 2.485 

xxvi) 26 2.056 2.779 1.706 2.479 

xxvii) 27 2.052 2.771 1.703 2.473 

xxviii) 28 2.048 2.763 1.701 2.467 

xxix) 29 to 38 2.045 2.756 1.699 2.462 

xxx) 39 to 48 2.024 2.707 1.682 2.430 

xxxi) 49 to 58 2.008 2.680 1.676 2.404 

xxxii) 59 2.000 2.664 1.673 2.393 
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Table 2 The Ratio t1 - α /

(Clause 7.2.2) 

Sl No. Confidence Level Two-Sided Case Confidence Level One-Sided Case 

95 % 99 % 95 % 99 % 

𝑛 − 1 

t0.995

√𝑛

t0.995 

√𝑛

t0.95 

√𝑛

t0.99 

√𝑛

(1) (2) (3) (4) (5) (6)

i) 1 8.985 45.013 4.465 22.501 

ii) 2 2.484 5.730 1.686 4.021 

iii) 3 1.591 2.920 1.177 2.270 

iv) 4 1.242 2.059 0.953 1.676 

v) 5 1.049 1.646 0.823 1.374 

vi) 6 0.925 1.401 0.734 1.188 

vii) 7 0.836 1.237 0.670 1.060 

viii) 8 0.769 1.118 0.620 0.966 

ix) 9 0.715 1.028 0.580 0.892 

x) 10 0.672 0.956 0.546 0.833 

xi) 11 0.635 0.897 0.518 0.785 

xii) 12 0.604 0.847 0.494 0.744 

xiii) 13 0.577 0.805 0.473 0.708 

xiv) 14 0.554 0.769 0.455 0.668 

xv) 15 0.533 0.737 0.438 0.651 

xvi) 16 0514 0.708 0.423 0.627 

xvii) 17 0.497 0.683 0.410 0.605 

xviii) 18 0.482 0.660 0.398 0.586 

xix) 19 0.468 0.640 0.387 0.568 

xx) 20 0.455 0.621 0.376 0.552 

xxi) 21 0.443 0.604 0.367 0.537 

xxii) 22 0.432 0.588 0.358 0.523 

xxiii) 23 0.422 0.573 0.350 0.510 

xxiv) 24 0.413 0.559 0.342 0.498 

xxv) 25 0.404 0.547 0.335 0.487 

xxvi) 26 0.396 0.535 0.328 0.477 

xxvii) 27 0.388 0.524 0.322 0.467 

xxviii) 28 0.380 0.513 0.316 0.658 

xxix) 29 to 38 0.373 0.503 0.310 0.449 

xxx) 39 to 48 0.320 0.428 0.266 0.384 

xxxi) 49 to 58 0.284 0.379 0.237 0.340 

xxxii) 59 0.258 0.344 0.216 0.309 

√𝑛

IS 14277 : 2024

5



7.3 Range 

Assuming that the population is normally 

distributed, the confidence interval for the 

population mean can be determined from the sample 

range when the number of measurements is small, 

say 10 or less. The practical convenience of this 

calculation is that it is faster; its disadvantage is 

that it leads to a confidence interval which is 

generally, wider and which is more sensitive to

departures from the assumed normal form of the 

observations. Detailed formulae and calculations 

with example is given in Annex A. 

8 CONFIDENCE INTERVAL FOR VARIANCE  

The one-sided confidence interval for variance σ 2 is 

defined by the upper limit, the lower limit being 

taken as equal to zero. 

The interval is given by: 

[0,
(𝑛 − 1)𝑠2

𝜒1−𝛼(𝑛−1)
2 ] 

The values of 𝜒1−𝛼(𝑛−1)
2 are  given in the Table 3 for 

𝛼 equal to 0.05 and 0.01. 

Table 3  Critical Values of 𝜒2-Distribution 

(Clause 8) 

Sl No. Degree(s) of 

Freedom 

Significance Level (Upper Tail) Significance Level (Lower Tail) 

0.05 0.01 0.05 0.01 

(1) (2) (3) (4) (5) (6) 

i) 1 3.84 6.64 0.000 16 0.003 9 

ii) 2 5.99 9.21 O.G2 0.10 

iii) 3 7.82 11.34 0.11 0.35 

iv) 4 9.49 13.28 0.3 0.71 

v) 5 11.07 15.09 0.55 1.15 

vi) 6 12.59 16.81 0.87 1.64 

vii) 7 14.07 18.48 1.24 2.17 

viii) 8 15.51 20.09 1.65 2.73 

ix) 9 16.92 21.67 2.09 3.33 

x) 10 18.31 23.21 2.56 3.94 

xi) 11 19.68 24.73 3.05 4.50 

xii) 12 21.03 26.22 3.57 5.23 

xiii) 13 22.36 27.69 4.11 5.89 

xiv) 14 23.69 29.14 4.66 6.57 

xv) 15 25.00 30.58 5.23 7.26 

xvi) 16 26.30 32.00 5.81 7.96 

xvii) 17 27.59 33.41 6.41 8.67 

xviii) 18 28.87 34.81 7.01 9.39 

xix) 19 30.14 36.19 7.63 10.12 

xx) 20 31.41 37.56 8.26 10.85 

xxi) 21 32.67 38.93 8.90 11.59 

xxii) 22 33.92 40.29 9.54 12.34 

xxiii) 23 35.17 41.64 10.20 13.09 
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Sl No. Degree(s) of 

Freedom 

Significance Level (Upper Tail) Significance Level (Lower Tail) 

0.05 0.01 0.05 0.01 

(1) (2) (3) (4) (5) (6) 

xxiv) 24 36.42 42.98 10.86 13.85 

xxv) 25 37.65 44.31 11.52 14.64 

xxvi) 26 68.89 45.64 12.20 15.38 

xxvii) 27 40.11 46.96 12.88 16.15 

xxviii) 28 41.34 48.28 13.56 16.93 

xxix) 29 42.56 49.59 14.26 17.71 

xxx) 30 43.77 50.89 14.95 18.49 

xxxi) 40 55.75 63.69 22.16 26.51 

xxxii) 50 67.50 76.15 29.71 34.77 

xxxiii) 60 79.18 88.38 37.8 43.19 

xxxiv) 70 90.53 100.42 45.44 51.74 

xxxv) 80 101.88 112.33 53.54 60.39 

xxxvi) 90 113.14 124.12 61.75 69.13 

xxxvii) 100 124.34 135.81 70.06 77.93 

Example 3 

The precision of a micrometer is measured in 

terms of the standard deviation of the readings 

made by it. The 10 readings made on a 

specimen with a calibrated micrometer are as 

follows: 

0.501, 0.502, 0.498, 0.499, 0.501, 0.503, 

0.499, 0.502, 0.497, 0.504 

We are required to find the 95 percent 

confidence interval for the variance, σ2, of 

these readings. 

The calculated value of (n - 1) s2 is 0.000 046 4 

while the value of 𝜒 for 𝑛 − 1 = 9 is 16.92 for 

confidence level of 95 percent. 

The one-sided 95 percent confidence interval 

is [0, 0.000 002 742]. 

9 CONFIDENCE INTERVAL FOR THE 

REGRESSION COEFFICIENT 

The confidence interval for b1 is given by: 

𝑏1 − 𝑡1−𝛼/2(𝑛−2)√
𝑠𝑦

2 − 𝑏1𝑠𝑥𝑦

(𝑛 − 2)𝑠𝑥
2

𝑏1 + 𝑡1−𝛼/2(𝑛−2)√
𝑠𝑦

2 − 𝑏1𝑠𝑥𝑦

(𝑛 − 2)𝑠𝑥
2

where 

b1, sx 

and sxy 

= as defined in 6; and 

sy = the sample standard 

deviation of y as defined for 

x in 6. 
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Example 4 

The temperature in the heating zone of an exhaust is related to the duration of heating. To estimate this 

relationship readings were taken on the temperature once every 3 minutes beginning 2 minutes after the 

heating started. These readings were as follows:

Time (min) 2 5 8 11 14 17 20 23 26 29 

Temperature 110 130 160 180 190 210 220 250 260 280 

We take 

x = duration in minutes; and 

y = temperature in °C. 

The point-estimate of the regression coefficient 

β1, that is, b1 is equal to 6.12. 

We also have sxy = 4 545 and 𝑠𝑥
2 = 742.5 and 𝑠𝑦

2

= 28 090.

Thus, the 95 percent confidence interval is obtained 

as: 

6.12 − (2.306) × √
33.64

742.5
, 

 6.12 + (2.306) × √
33.64

742.5

=  [ 6.12 −  2.306  0.213, 6.12 +  2.306  0.213] 

This gives us the interval [5.6, 6.6]. 

The regression coefficient in this example measures 

the rate of change in temperature per minute 

increase in duration of heating. There are 95 percent 

chances that this rate is between 5.6 °C and 6.6 °C. 

10 ROUNDING OFF 

The final values obtained after calculations shall be 

rounded off as per IS 2. 

IS 14277 : 2024
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ANNEX A 

(Clause 7.3) 

CONFIDENCE INTERVAL FOR THE MEAN FROM THE RANGE 

A-1 TWO-SIDED CONFIDENCE INTERVAL 

The two-sided confidence interval for the population 

mean is defined by the following double inequality: 

a) At the confidence level 95 percent:

x̄ – q0.975
r < m < x + q0.975

r 

b) At the confidence level 99 percent:

x̄ – q0.995
r < m < x + q0.995

r 

A-2 ONE-SIDED CONFIDENCE INTERVAL 

The one-sided confidence interval for the population 

mean is defined by one or other of the following 

inequalities: 

a) At the confidence level 95 percent:

m <  x̄ + q0.95
r 

or 

m > x̄ – q0.95
r

b) At the confidence level 99 percent:

m < x̄ + q
0.99

r
 

or 

 m > x̄ – q
0.99

r

The coefficients q
0.975, 

q
0.995, 

q
0.95 

q0.99 are given in 
Table 4. 

Table 4 Coefficients Q0.975, Q0.995, Q0.95 Q0.99 Values 

(Clause A-2) 

Sl No. Confidence Level Two-Sided 

Case 

Confidence Level One-Sided 

Case 

95 % 99 % 95 % 99 % 

n q0.975 q0.995 q0.95 q0.99 

(1) (2) (3) (4) (5) (6) 

i) 2 6.353 31.828 3.157 15.910 

ii) 3 1.304 3.008 0.885 2.111 

iii) 4 0.717 1.316 0.529 1.023 

iv) 5 0.507 0.843 0.388 0.685 

v) 6 0.399 0.628 0.312 0.523 

vi) 7 0.333 0.507 0.263 0.429 

vii) 8 0.288 0.429 0.230 0.366 

viii) 9 0.255 0.374 0.205 0.322 

ix) 10 0.230 0.333 0.186 0.288 

x) 11 0.210 0.302 0.170 0.262 

xi) 12 0.194 0.277 0.158 0.241 
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