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Foreword

ISO (the International Organization for Standardization) is a worldwide
federation of national standards bodies (ISO member bodies). The work of
preparing International Standards is normally carried out through 1SO
technical committees. Each member body interested in a subject for which
a technical committee has been established has the right to be represented
on that committee. International organizations, governmental and non-
governmental, in liaison with ISO, also take part in the work. ISO collab-
orates closely with the International Electrotechnical Commission (IEC) on
all matters of electrotechnical standardization.

Draft International Standards adopted by the technical committees are
circulated to the member bodies for voting. Publication as an International
Standard requires approval by at least 75 % of the member bodies casting
ayvate.

International Standard ISO 13752 was prepared by Technical Committee
ISO/TC 146, Airquality, Subcommittee SC 4, General aspects.

Annexes A, Bvand € of this International Standard are for information only.
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Introduction

Performance characteristics for air quality measuring methods are defined
in 1ISO 6879. Corresponding test procedures are given in 1ISO 9169 except
for accuracy, which is dealt with in this International Standard as
measurement uncertainty following the concepts of the Guide to the
expression of uncertainty in measurement [5].

The measurement uncertainty under field conditions is also covered in
ISO 7935 and ISO 10849. However, the procedure given in these
International Standards is limited jto either the determination of a
concentration-independent systematic deviation, assuming a
concentration-independent dispersiony, of a concentration-proportional
systematic deviation, assuming a concentration-proportional dispersion.
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Air quality — Assessment of uncertainty of a measurement method
under field conditions using a second method as reference

1 Scope

This International Standard specifies a method for assessing the measurement uncertainty of a calibrated
measurement method (test methed) applied under field conditions using a second method as a reference (reference
method). The reference method Jmay not necessarily be a legally prescribed measurement method. The
measurement uncertainty is derived™from measurements made in parallel on real samples by comparing the
measured values of the test methed with those of the reference method. The result is only valid within the range of
the measurements obtained. The test is designed especially for method validation.

2 Normative references

The following standards contain provisions which, through reference in this text, constitute provisions of this
International Standard. For dated references, subsequent.amendments to, or revisions of, any of these publications
do not apply. However, parties to agreements based on this International Standard are encouraged to investigate
the possibility of applying the most recent editions of thenormative documents indicated below. For undated
references, the latest edition of the normative document referred to applies. Members of ISO and IEC maintain
registers of currently valid International Standards.

ISO 6879:1995, Air quality — Performance characteristics and related concepts for air quality measuring methods.

ISO 9169:1994, Air quality — Determination of performance characteristics of mieasurement methods.

3 Symbols and abbreviated terms
For the purposes of this International Standard, the following symbols and abbreviated terms apply.

ag, &, &  coefficients of the variance function

AQC Air Quality Characteristic (usually concentration)

bo. by coefficients of the linear regression function or calibration function
F F statistic

k coverage factor

L likelihood

14 logarithmic likelihood

N, N1, No  number of pairs (x;, ¥;) and number of pairs of subpopulation 1 and 2 respectively
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P(y) probability of y;

ri residual at x;

S'S standard deviation as a function of AQC and at value x; of AQC respectively

s transformed standard deviation as a function of AQC

Sa Say' standard deviation of ag, a; and a, respectively

Sty + Sy standard deviation of by and by respectively

Sxr Sy standard deviation of all values x; and y; respectively

Syeor standard deviation of the measured y-value after correction for the systematic error (bias)
Say standard deviation (uncertainty) of the systematic error (bias)

U expanded uncertainty, (coverage factor k = 2) as a measure of measurement uncertainty
X variable of x-method

X, Xi value of AQC and i-th value.,of AQC respectively

X/ transformed value x;

X, X s Y mean and weighted mean of all valtiesx; and mean of all values y; respectively

Y variable of y-method

Vi measured value of y-method at x; or output value of y=method at x;

yi transformed value y;

¥y estimated value of Y at value x of AQC

g, estimated value of Y at value x; of AQC

Ycor measured value of the y-method after correction for the systematic grror (bias)

Ay systematic error (bias) at value x of AQC

£ random number from normal distribution with central value 0 and standard deviation 1
; weighting factor at x;

4 Principle

A number N of pairs of measured values [(X1, Y¥2), ..., (XN, XN)] @re obtained from parallel field measurements. The
measured values from the reference method (x-method) are considered as true values. The difference between the
values of a measurement pair is attributed to measurement deviation of the test method (y-method).

It is assumed that there is a linear relationship between the X and Y variable estimated by:

Yy=hy+bx ..(1)
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The regression coefficients by and b; can be calculated arithmetically if one of the following assumptions on
dispersion of the y-values holds:

— standard deviation of the test method is independent of x (i.e. standard deviation is constant) and estimated by:
s? = ag or s= g ..(2)

— standard deviation of the test method is proportional to x (i.e. coefficient of variation is constant) and estimated
by:

szzaéx2 or s= 3 X ..(3)

NOTES

1 The first assumption can be considered as fluctuations of the background or intercept value by without fluctuations of the
slope b; and the second as fluctuations of the slope without fluctuations of the background or intercept value.

2 The value of the coefficients of the regression function (estimation of bias) is not seriously affected by deviations from the
assumption on the standard deviation. However, the estimated random part of measurement uncertainty heavily depends on
the assumption.

The general variance function used in this International Standard accounts not only for the variability of intercept
and slope but also for statistical"n0is€, the standard deviation of which is proportional to the square root of the value
itself (approximately proportional to thessquare root of x):

S +dx+ g X ..(4)

NOTES
3 Coefficients have been taken as squares because the cgéfficient rather than its square reflects the physical meaning.

4 The calculation procedure of the general variance function {according to 1ISO 9169 cannot be used because repetitive
measurements are not available.

The coefficients of this model [bg and b; of equation (1) anthag,*a; and a, of equation (4)] cannot be calculated
arithmetically. They are estimated iteratively on the criterion of maximtim likelihood as an indicator of best fit (see
figure 1). After selecting a set of start values for the coefficients and Jusing the assumption on normality, the
probability, P(y;), of every data point, (x;, y;), belonging to the line can be<Calculated:

%Y
1 25|-2
P ) = ————e ...(5)
)= o
The likelihood L is the mathematical product of the individual probabilities of y-values:
" NS
L=][—e & ..(6)
i1 Siv2m

The likelihood L is the indicator of fit. The coefficients are changed and the likelihood computed until a maximum
value for L is obtained. The corresponding coefficients are the most likely coefficients for the regression model. For
the determination by maximum likelihood a computerized optimization procedure is necessary.

The uncertainty of a measured value for any AQC value is derived from the regression function and the variance
function respectively.
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(X/'ry/')
data i=1..N
do
a, s2=3%+3%x; +a%x?
dz
bo .
b, Y, =by+byx;
settings model
J//\/' S/Z Yi
1 (v, —P-)Z}
Ply;)= exp |- —t—=
Vi sV2m P { 2s?
probability
/D()//)
L=Pyq) x Plys)x ... x Pyy)
Llikelihood
no
Maximum likelihood 7
yes
Optimal 30,31, 32 bp by

Figure 1 — Flow scheme of maximum likelihood regression

5 Requirements

5.1 General

The method described in this International Standard requires that:

©1SO

— a linear relationship exists between the variables compared; if the relationship is different but mathematically

known the procedure may be adapted.

— the measurement errors of the test method are normally distributed.

— the measurement uncertainty of the reference method is insignificant compared to that of the test method; if
not, it is falsely attributed to the test method and this will result in overestimating its measurement uncertainty.

— the impact of differences in composition between the air sampled by the two methods is negligible compared to
the expected uncertainty of the test method; if not, this error component is falsely attributed to the test method

and will result in overestimating measurement uncertainty.

The uncertainty of the coefficients calculated by this International Standard will be reduced by increasing the
number of measurement pairs. Therefore, it is recommended that at least 30 measurement pairs be obtained if the

general variance model described in this International Standard is appl

ied.
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5.2 Test method ( y-method)

Specify all steps of the measurement method which will be subject to the assessment and execute the
measurements as specified.

5.3 Reference method ( x-method)

In view of the provisions and environmental conditions, e.g. interfering substances, temperature etc., to be expected
at the test site, investigate whether the assumption is justified that the x-method yields insignificant uncertainty
compared to the y-method. This investigation may be based on the properties of the measurement principle,
literature data or results of laboratory tests or field tests.

Describe the x-method in detail and execute the measurements accordingly.

5.4 Test conditions

Make sure that the test conditions resemble the conditions under which the test method is going to be used (test
period, range of the air qualityscharacteristic, range of physical and chemical influence variables, and operational
conditions). Describe the provisions and the environmental conditions at the test site.

The measurement equipment ofsboth'methods should be installed so that:

— the difference in composition between parallel samples is insignificant and,

— the equipment for one method does not.infldence that for the other.

5.5 Data processing

In the case of the general variance model, data processing tequires computer facilities for finding the maximum fit
(likelihood) by adjusting the values of ag, a;, a, bg and by

6 Parallel measurements

Execute parallel measurements representative of the conditions under.which the test method is going to be used.
Record the pairs of measured values.

7 Graphical analysis of dispersion

The dispersion of measured values of a method is either constant or increases with the AQC value. An impression
of the variance as a function of the AQC value can easily be obtained graphically by plotting, for all data pairs (x, Vi),

the absolute residuals | rj | against x; where r, =y; — % and §; is the predicted value for a conventional linear least-
square fit:

— if the values of the residuals are independent of x; go to 8.2;
— if the values of the residuals are proportional to x; go to 8.3;
— if the values of the residuals are neither independent of nor proportional to x; go to 8.4.

In those cases where the first or second relationships only applies to part of the range, the range must be curtailed
accordingly. The coefficients of the regression function and variance function in 8.2 and 8.3 can be calculated
arithmetically (simple variance model). Those of 8.4 require iterative computations which are only possible by
means of a computer (general variance model).

8.2 and 8.3 provide procedures to test whether or not the assumption on the variance model is justified.
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8 Estimation of coefficients of regression model

8.1 General

The assumed linear relationship between variables X and Y is estimated by linear regression:

y=1lp+bx (7

If dispersion about the regression line is independent of the AQC value, 8.2 applies:

s2 = ag ...(8)
If dispersion about the regression line is proportional to the AQC value, 8.3 applies:

e -9)
Generally, if dispersion about the regression line is a monotonic function of the AQC value, 8.4 applies:

52=a3+§x+ a%% ...(10)
Adopt one of the variance models,in thisfehapter.

8.2 Standard deviation constant

Compute the coefficient of the linear regressien function:

...(11)

by =y- kX ...(12)
Test whether or not the assumption of constant variance was justified:

— take N; measurement pairs from the upper end of the measurement range and N, pairs from the lower end with
N1 =Ny = N/3;

— do not use the middle part of the range;

— compute the statistic F:

55 - 52D ()

Vi =¥ -1

R by iv

= ..(13)
[INo

TR

— if F does not exceed the tabulated value Fy 3 n, 114 Of the F-distribution for the one-sided test for the

significance level o = 0,05 to be taken as the critical value, variance is assumed to be constant;

— if F exceeds the tabulated F value, proceed with 8.3 or 8.4.
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Compute the variance function:

P=g=" ...(14)

...(15)

S ...(16)

8.3 Coefficient of variation constant

Transform the original data set (X, into a new data set (x{,)) to obtain a linear relationship with constant
variance by:

y = ...(17)
X

x{ =i ...(18)
Xi

Compute the coefficient of the linear regression function:

2NN
S

iZ(Xi')2 —(ZXJ

N

by ...(19)

bg =y -bX ...(20)
Test whether or not the assumption of constant variance in the transformed variables was justified:

— take Nj measurement pairs from the upper end of the measurement range and N, pairs from the lower end with
N1 =N = N/3;

— do not use the middle part of the range;
— compute the statistic F:

Ny
(2(%—3{)2}/(%1)
F=

i=1

N2
[Z(yj—%)z]/(l\lz—n

j=1

..(21)
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— if F does not exceed the tabulated value Fy 3 n,-11 Of the F-distribution for the one-sided test for the
significance level oo = 0,05 to be taken as the critical value, variance is assumed to be constant;
— if F exceeds the tabulated F value, proceed with 8.2 or 8.4.
Compute the variance function:
S 0i-%)°
g2 =1 - ...(22)

Transform back the obtained values:

bo = by ...(23)
by = ...(29)
?=a X =¢g2% ...(25)

Compute the standard deviation of the,coefficients by and by:

2Kz
- ...(26
&bAZW) +% (26)

.(27)

8.4 General variance model

Select start values for the model coefficients by and by [equation (7)] and ag, 8; and a, [equation (10)] where ag # 0.

Calculate for every measurement pair (x;, ;):
i = by + by ...(28)
S=g+&x+ 3% ..(29)
Calculate the logarithmic likelihood /:

/= §{|mgy—mam—L—llJ ...(30)
257

Find the maximum value of ¢ iteratively by changing bg , by, ag, a; and a, using an optimization procedure, e.g. the
gradient method. As the coefficients ag, a; and a, appear in the equations quadratically, positive and negative
values will do. Retain the positive value:

a9 =|a| ..(31a)
a=|a| ...(31b)
a =|a| ..(310)

Retain the values of by, b1, ag, a; and a, corresponding to maximum L.
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Compute the standard deviation of the coefficients by and by:

Zwixiz

= ' ...(32
o Doy 0§ - %) 42
j i
= ! ...(33)
JZwim - %)’
where:
1
o =~ ...(39)
<
Zwixi
X, = ...(35)

o

The calculation procedure is illustrated by, a’spreadsheet program in Annex A and a corresponding example in
Annex B.

NOTES

2

1 The terms afx and/or a%x2

in the variance function mayot be significant. This may be tested by fixing the assumed
non-significant coefficient(s), a; and/or a,, to zero and repeating(the, procedure to establish the corresponding maximum ¢. If
the absolute difference between both 7 values is less than 2 therelis nossignificant difference between the models. Retain the
simpler model.

2 Usually, a variance function of the form 2= ag + aﬁ % will do (a; = 0)/ This function reflects the tendency of dispersion to
be constant at the lower end and to be proportional to the AQC value at the*higher end of the measurement range. Only at a
high number of measurement pairs might it be worthwhile to introduce three terms ingthesariance function.

3 If the relationship y = f(x) is other than linear and its mathematical form known,“equation.(28) may be replaced by this
mathematical function and its coefficients determined similarly by maximum likelihood regresSsion.

9 Estimation of measurement uncertainty
The coefficients by and by are significantly different from the ideal values 0 and 1 respectively if:

| by |—25, >0 ..(36)
and

|bl—1|—2501 >0 ...(37)

If equations (36) or (37) show significance of corrections, then the systematic error (bias) at X = x may be calculated
within the range of measurements from:

Ay=bg+ (by — 1) x ...(38)
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According to the procedures of the Guide to the expression of uncertainty in measurement [5], a systematic error
arising from a recognized effect can be compensated for by applying a correction. A correction may only be applied
if the values of influence variable(s) responsible for this systematic error are representative of the application.
However, the uncertainty of the correction, which equals the uncertainty of the systematic error remains:

s@:%—i(%—z )T;g,) ...(39)

where:

a) Variance model 8.2:

Xy = X ...(40)
b) Variance model 8.3:
Zi
= i X
X = 1 ...(41)

N

s

X

c) Variance model 8.4:
see equations (34) and (35).

Compute for X = x the standard deviation of field measurements from the variance function:
szzag+afx+ e§>? ...(42)

Assuming a correction can be made for the systematic error Ay, the standard deviation of the corrected value y.q; is
calculated according to:

var(Yeor) = var(y) + var(Ay) ...(43a)

S)z’cor = 32 + %y ...(43b)

The uncertainty of a single measurement at X = x with a coverage factor k = 2 is given by:

U=2{s%+ <, ..(44)

The coverage factor k = 2 corresponds to the Student factor for a 95% confidence interval and a normal distribution.

The Guide to the expression of uncertainty in measurement [5] recommends always correcting for systematic
errors. Usually, instructions to determine and to correct for systematic errors are not given in the protocol. If
corrections for systematic errors are not part of the y-method, these errors must be included in the measurement
uncertainty. Applying the Guide’s principle of expressing errors in terms of variances, the measurement uncertainty
is given by:

U=2ys’+ (Ay)2 ...(45)

The numerical values for measurement uncertainty should always be accompanied with a statement on
environmental and operational conditions under which the values were obtained.

10
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Annex A
(informative)

Template of spreadsheet to calculate regression and variance function

This annex shows an example of the calculation of the regression and variance function with a spreadsheet
program based on Microsoft Excel ® Version 5.01). Insert the formulae of table A.1 in the corresponding cells of the
blank spreadsheet form of table A.2.

Table A.1 — Formulae of the blank spreadsheet form

Cell Contents

ES =C5

E6 =C6

E7 =C7

ES8 =C8

E9 =C9

E12 =SUM(G19:INDIRECT(ADDRESS(J3+18,7)))

F5 =SQRT((J5+J422)/(@5*7))

F6 =SQRT(1/(J5*37))

J3 =COUNT(B19:B2018)

J4 =SUMPRODUCT((B19:INDIRECT(J8))/(F19:INDIRECT(J10)))/J7
J5 =SUMPRODUCT(((B19:INDIRECT (J8))-J4)"2/(F19:INDIRECT(J10)))/J7
J6 =SUMPRODUCT((E19:INDIRECT(J9))42/(F19:INDIRECT(J10)))/J7
J7 =SUMPRODUCT(1/(F19:INDIRECT(J10)))

J8 =ADDRESS(J3+18,2)

J9 =ADDRESS(J3+18,5)

J10 =ADDRESS(J3+18,6)

D19 =IF(ISNUMBER(C19),$E$5+$E$6*B19,"-")

E19 =IF(ISNUMBER(C19),C19-D19,"-")

F19 =IF(ISNUMBER(C19),$E$7/2+$E$8"2*B19+$E$9/2*B19"2,"-")
G19 =IF(ISNUMBER(C19),-(E1972/F19)/2-LN(2.5066*SQRT(F19)),"-")

1) Excel® is the trade name of a product supplied by Microsoft. This information is given for the convenience of users of this
International Standard and does not constitute an endorsement by ISO of the product named. Equivalent products may be
used if they can be shown to lead to the same results.

11



© SO

1ISO 13752:1998(E)

an|eA aN(0sge Buy] UIElal ‘AsleDal SIB ZB 10 | B 10) S8N|BAJapoW || 16 ZL | og
=anog> LonBado 18805 awnsay (g Ll | B2
{sucneoyduis |apow) oL |82
0 = 6$3% 10pue § = g33$ 2Je SluIRINSUOY [eusnHd) 6 |42
100000070 =< £$3¢ ISUBISUOD By 01 139[gNS . 8 |92
6538:5%3% :syea Buibueys Ag £ |sz
XEW 10y jenbg . 9 |¥2
213t e 1ebienieg ¢ [ez
e wm:_ﬂﬁm Js|BuRIRd 2005 IINEIRJ P___u ¥ |e2
<518JALEIEY JBAOS > MOPDLIM JO] UBAN “<JANOS™ WEN S|00] LRl ﬂm [ 12
£ 1snipe 000z < N J "senpes s Aypow ; yrayg (g 2 |02
(81+N)D ©1 (81 +N)Q 0 SpIemUMOR §15) 0} 61 @B[nuwic) Adog (p B
(BLHN}D' (81 +N)a © 610619 SNad u (A'm) sied ejep N Masy| (g B
{uslsIBA0 20 M 653% 01 5§T$) oy 19ayspeasds sueg e asn shempy (g vE Ay - A Ay A b 21|
EI[EISUI 51 <JDA|0S> U|-PPY TBY] 9UNS aXE :. ADQB.:_ 1en |Spow BNplsey A PPl poylew 158 ) poyiaw Jay ﬂ
SUORONAISU] SANTYA ALNIAY80Hd SHIVd ¥1¥ad M
[
TvX CvZB + X 2y | B + 2,08 =8 ol |
X 1Q+09 =& o150l =l Ea
{8potl Uojsseaibay [
M
4 BIN[0S0E Uleel) =ze 000010 =ge [
S5RIPPR 80UaIa)eY (& 2A SJN|OSOE LIela) =Lg 00000 =Lg a |
DIo™ o Wng =ge 0000 I =pe 2 |
S|enpIsal SOUEURA pelyDIam, =1q 0000 L =1q EB
X 0, 20UE(EA pal DM =0q 00000 =09 5|
X |0 ODBJGAE PADIaA AP 1S anep, [ENEIRITEDRS] SaNeA UBIG ¥ |
SIUBLLIBINSERW JO 18GQWNN ¢ |
SB[qELIBA ATe||IXnY SLINSIY 13TON LNdNI M
FAEEED L
_ r _ 5 [ 4 [ 3 a 3 _ a v

woy Jaayspeards yueq 1x91 — 2'V alqgel

12



© SO

Annex B

(informative)
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Example of spreadsheet to calculate regression and variance function

Solver paramefers

Set targef cell: ’ $E$42

|

. Max

By changing cells

O Min

Equal to:

O Value

o]

l Close l

$E$5:$E$9

(e )

Subject to the constraints:

l Options... l

$E$7>=0,0000001
$E$8 =0

= Add...

[ Change... ]

[ Reset all ]

[ Delete

e/

e )

Figure B.1 — Example of window Solver Parameters

13
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