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Outline for Form 4 – New Work Item Proposal: 1 

Information Technology – Artificial Intelligence – Reliability assessment of AI 2 

systems 3 

  4 

Introduction 5 

 6 

With the wide spread roll out of AI systems in every aspect of human life, it is important to assess the 7 

reliability of AI systems before and during each real-world deployment. This is especially important for 8 

AI systems that affect various aspects of human life, such as health-care, robotic surgery, autonomous 9 

vehicles, senior citizen monitoring and care, citizen-welfare services, robotic automation etc. 10 

Reliability evaluation assessment is crucial because failure events of an AI system can lead to business 11 

loss, information loss, human injury and other safety issues. By measuring the reliability of AI systems 12 

for failure free operation for a specified period of time under stated conditions, one can be x% 13 

confident that the system would function well as required and not create failures and faults during its 14 

run. With large-scale deployment of an AI system, evaluating assessing reliability can also help system 15 

administrators to have a level of confidence in the functioning of that AI system before roll-out and 16 

during its life-cycle.  17 

 18 

Reliability assessment focuses on evaluating estimating how well the AI system can perform its 19 

designed functionality without failure, for the intended period of time, under given conditions for 20 

operational profiles. 21 

 22 

Reliability models, can give a predictive measure that the system would function at a level of 23 

performance for a period of time in a given environment. High reliability can help consumers and users 24 

be confident of the AI system against potential failures during run-time of the system. This is important 25 

for all AI systems, especially the ones that can have a direct impact on human life and safety. Reliability 26 

is estimated by analysing all failure data of the system, using statistical modelling techniques leading 27 

to building an estimate of the potential future failure prediction in various scenarios. 28 

 29 

Reliability can be viewed as related to quality and testing of AI systems, but is a very different aspect. 30 

While testing determines whether the AI system’s output matches the expected output, reliability 31 

predicts estimates the confidence in the system to function without failures for a specified period of 32 

time after development or deployment based on the test results and failures logs of the system. It is 33 

a time-based prediction of the performance of the AI system in real-world conditions. Quality, on the 34 

other handas described in ISO/IEC 25059:2023, has reliability as one of the characteristics of quality 35 

model of AI system. The Quality model, measures the performance ofevaluates the AI system based 36 

on functional and non-functional specificationscharacteristics, and is a broader term that can include 37 

various aspects such as efficiency, effectiveness, functional adaptability, transparency, intervenability, 38 

societal and ethical risk mitigation etc.satisfaction, risk management etc. . Reliability assessment does 39 

not determine whether an AI output is factually correct, fair, safe, secure, ethical or robust. In 40 

reliability assessment the focus is on estimating the failure-free operation of the AI system for a given 41 

time period in a specific context. However, because AI systems are often systems-of systems, or are 42 

embedded in other systems, issues such as malformed output, adversarially engineered data, or 43 

similar can cause system failures. 44 

 45 



The importance of reliability assessment for AI systems is described in various literature, some of 46 

which are listed in the references of this outline. 47 

This project describes methods and measures for evaluating assessing the reliability of AI systems so 48 
that it is measured and reported to the stakeholders. This can be done at any time after the testing 49 
development of the AI system or while it is being deployed or while it is in real-world use. 50 

 51 

 52 

 53 

 54 

 55 

 56 

 57 

1 Scope 58 

This document provides methods and mechanisms to evaluate assess the reliability of an AI system. It 59 

describes the metrics of reliability and the procedure for reliability assessment from a statistical 60 

perspective.  61 

2 Normative references  62 

The following documents are referred to in the text in such a way that some or all of their content 63 

constitutes requirements of this document. For dated references, only the edition cited applies. For 64 

undated references, the latest edition of the referenced document (including any amendments) 65 

applies. 66 

 67 

ISO/IEC 22989:2022, Information technology — Artificial intelligence — Artificial intelligence concepts 68 

and terminology 69 

 70 

3 Terms and definitions 71 

For the purposes of this document, the terms and definitions given in ISO/IEC 22989 and the following 72 

apply. 73 

a) reliability 74 

property of consistent intended behaviour and results [ISO/IEC 22989:2022] 75 

b) reliability level 76 

measure of the reliability of an AI system for failure free operation for specified period of time 77 

under stated conditions. 78 

c) reliability of an AI system 79 

collective measure of the reliability level of the AI system in different stated modes of 80 

operation 81 

4 Preconditions for the assessment of reliability of AI systems 82 

 83 

45 Overview of statistical models for Types of reliability assessment models 84 

 85 

4.15.1 Statistical models 86 

4.25.2 Nonhomogeneous Poisson process 87 
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4.35.3 Spline models 88 

4.45.4 Musa’s basic execution time model 89 

4.55.5 Musa-Okumoto model 90 

4.65.6 Gompertz model 91 

4.75.7 Weibull model 92 

 93 

56 Sub-characteristics and Metrics of reliability assessment 94 

 95 

67 Methods to measure assess reliability of AI systems 96 

7.1 Statistical measurement 97 

7.2 Analysis of failure models 98 

7.3 Parameter estimation 99 

7.4 Estimation of reliability 100 

 101 

 102 

78 Methods and mMechanisms to measure assess reliability of AI systems with Machine Learning 103 

models 104 

 105 

89 Methods and mMechanisms to measure assess reliability of AI systems with Deep Learning 106 

models 107 

 108 

910 Methods and mMechanisms to measure assess reliability of AI systems with Reinforcement 109 

Learning models 110 

 111 

  112 
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Appendix-A 113 

 114 

A. Real-world examples and their results 115 

 116 

Example 1: 117 

 118 

In the reliability estimation and analysis conducted by Jie Min et.al. [5] on autonomous 119 

vehicles (AV), a detailed study was carried out on the AVs produced by Waymo, Cruise, Pony 120 

AI, and Zoox. The study shows strong correlation between the reliability estimates and the 121 

recurrent events data for these AVs. The study also shows that the Gompertz estimation 122 

model fits well with the events data of Waymo and Cruise, while for Pony AI the Weibull model 123 

fits, and for the Zoox the Musa-Okumoto model fits well. This variation in applicable 124 

estimation models can occur due to various reasons, such as the sample size, the driving speed 125 

when the event occurred, the environment (e.g., busy street versus highway), and vehicle 126 

event (failure) characteristics. 127 

 128 

The operational profile is that of a test driver who marks a failure of the AV system as a 129 

disengagement event, which occurs when there is an autonomous vehicle failure indicated by 130 

a warning from the AV system, or when situations arise that require the test driver to take 131 

manual control of the vehicle to operate safely. 132 

 133 

Example 2: 134 

 135 

A business-rule engine was integrated into a banking product after extensive system-level and 136 

user-level testing, but without any measure on its reliability. When the reliability of its failure 137 

free operation was measured it was found out that the probability of failure free operation 138 

for 1 hour of continuous run of that rule engine was 10-8. Later, the reliability was modelled 139 

for ensuring that the system would function failure-free for 24 hours of run with a probability 140 

of 85%, and it was discovered that there were 45 more potential failures hidden in that system 141 

that needed to be fixed. These failures were later identified with rigorous code analysis, use 142 

case analysis, user-modelling and testing. Once fixed the rule engine has been successfully 143 

running with no failures reported. 144 

 145 

The operational profile is that of a business-rule engine user who defines and executes 146 

business rules for the banking product and failures are marked when the product does not 147 

function as expected. 148 

 149 

B. Sample cases 150 

 151 

Sample Case 1: 152 

 153 

An AI agent used for proposing scheduling and booking locations for client meetings consists 154 

of a set of prompts and calls to a language model using retrieval-augmented generation from 155 

email systems of users, combined with access to their calendar for reading and proposing new 156 
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events. In the system, unexpected combinations of inputs or a failure to identify the proper 157 

participants and calendar entries cause the system to propose overlapping or otherwise 158 

incorrect meetings. This is a reliability failure, as the system does not provide consistent 159 

intended behavior and results. By identifying the cases where this occurs, a reliability model 160 

may be built predicting probability of failure. Statistical methods can determine which model 161 

best fits the data, and when failure modes are identified and changed, system developers can 162 

expect measured reliability to increase. Changes to measured reliability can then be estimated 163 

by back-testing the system, and validated in production use. 164 

 165 

Sample Case 2: 166 

 167 

An AI system uses a commercial API for access to a large language model (LLM) as part of its 168 

operation. The domain performance of the system has increased with more recent models, 169 

and for this reason, the commercial API uses the latest version of the model. However, some 170 

past modifications of the model have introduced system failures, when a change to the LLM 171 

causes it to no longer produce conforming output, a failure which requires prompt 172 

engineering changes. Despite the fact that in the LLM this is a quality or functional adaptability 173 

issue, it is a reliability issue for the current system. Because fine tuning and model changes 174 

are relatively frequent but spaced erratically without knowledge of the model users, 175 

measuring the frequency of such breaking-changes is possible with traditional statistical 176 

measurement techniques which are applied to complex systems. 177 

 178 

B.  179 

  180 
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