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☐ PROPOSAL FOR A NEW PC 

  

A p roposal for a new work item within the scope of  an ex isting committee shall be submitted to the 
secretariat of that committee.  

A p roposal for a new project committee shall be submitted to the Central Secretariat, which will 
p rocess the p roposal in accordance with ISO/IEC Directives , Part 1,Clause 2.3.  

Guidelines for p roposing and justifying new work items or new f ields of  technical ac tivity (Project 
Committee) are g iven in ISO/IEC Directives, Part 1,  Annex C. 

IMPORTANT NOTE:  Proposals without adequate justification  and supporting information risk 
rejec tion or referral to the originator.  

 

PROPOSAL  
(to  be completed by the p roposer, following discussion with committee leadership if  appropriate)  

Eng lish t i tle 

Inf ormation technology — Artificial Intell igence — Guidance on addressing risks in generative AI 
systems 

French t itle 

Click or tap here to enter text. 

(Please see  ISO/IEC Directives, Part 1, Annex C, Clause C.4.2).   
In case of amendment, revision or a new part of  an ex isting document, please include the reference 
number and current t itle 

SCOPE  
(Please see  ISO/IEC Directives, Part 1, Annex C, Clause C.4.3) 

This  document p rovides guidance on addressing risks in generative artificial intell igence (AI) 
systems. It  includes: 

- The ob jectives of generative AI systems when identifying risks. 
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- The risk sources and the s takeholders facing the risks in generative AI systems throughout i ts 
l i f e cycle. 

- Guidance for risk analysis, risk t reatment and controls of addressing risks in generative AI 
systems. 

 

PURPOSE AND JUSTIFICATION  

(Please see ISO/IEC Directives, Part 1, Annex C and additional guidance on justification s tatements 
in the b rochure Guidance on New Work)TBD 

Generative Artificial Intelligence (AI) is a type of  AI based on techniques and generative models that 
aim to generate new content (def ined in ISO/IEC 22989:2022/AWI Amd 1) , and its performance in 
knowledge learning, inductive summarization, content creation, perception and cognition is d istinctly 
d if ferent f rom previous AI technologies. It  has g reater generalization and interactivity, and therefore 
is  ex tensively integrated into various scenarios.   

There are several new features of generative AI, including but not l imited to  the fol lowing. 

• New contents are generated by modelling the patterns of  vast quantities of t raining data, rather 
than recognizing or c lassifying existing contents. 

• Long context windows and self -attention mechanism enable different at tention weights given to 
the relationships between various parts of  the user input, so that users can get better interactive 
experience. 

• Contents are easily generated v ia natural language conversation. 

• The f oundation model can be f ine-tuned at low cost and then applied in wide areas and at  large 
scale. 

• Contents generated are highly convincing and more aligned with human habits, as generative AI 
is  more generalized. 

• Greater randomness is introduced in generated contents, because generative AI is based on 
next  token prediction. 

• The automatic generation of contents (texts, pictures, sounds) has a s trong impact for the work 
o rganization in many p rofessions where such contents have been so far c reated by human 
beings. 

Therefore, the industry has expressed concerns about the potential risks of  generative AI. 
Generative AI brings new risks, and exacerbate existing AI risks, which include but not l imited to  the 
f ol lowing. 

• Easy access to knowledge might make it easier fo r malicious users to cause harms to society 
without specialized t raining (e.g., CBRN knowledge, malware); meanwhile, i t also positively 
increases the productivity of research work and innovation. 

• Generative AI’s s trong generalization ability  might result in hallucination; at  the same t ime, the 
ab ili ty al lows to process diverse user input. 

• The generated contents, when contain faults o r misalign with regulations and ethics , might 
mis lead the downstream applications make incorrect decisions or even harmful actions; while 
the generated contents can also empower various applications, such as AI agents. 

• Generative AI might generate unethical contents that pose harms to individuals and society. 

https://www.iso.org/resources/publicly-available-resources.html?t=712usHn2eATZXjtj0c3FIJ16gvWZXP-_fykOV8H1WAolmA84oAGBwILzOVFUEc46&view=documents#section-isodocuments-top
https://www.iso.org/publication/PUB100438.html
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• Over-reliance on generative AI might cause humans to be manipulated, especially when 
humans have no detailed knowledge of  how generative AI works.  

• The generated contents might cause sensitive information leakage; while users can benef it f rom 
the customized personal assistant by feeding personal information to generative AI.  

• The generated contents might cause copyrights inf ringement. 

• Continuous learning based on the user feedback can be leveraged to mislead generative AI 
behaviors; meanwhile, i t can enable better al ignment with human preference. 

• Prompt-based attacks expand the at tack surface.  

Since generative AI systems can involve multiple s takeholders, and the management of  generative 
AI risks relies on the participation of  various stakeholders. However, there is no s tandard defining 
the s takeholders’ responsibilities. Moreover, having s takeholders be responsible for addressing risks 
in AI system l ife cycle s tage where they do not have risk control capabili ties can be highly inefficient 
and  resource-intensive. 

While several existing ISO s tandards are also dealing with AI risks, there are s till  some gaps.  

• Fo r ISO/IEC 23894:2023 Information technology — Artif icial intelligence — Guidance on risk 
management, i t covers risk management p rocess, AI-related objectives and AI risk sources, but 
i t  does not p rovide objectives related to generative AI system, does not provide risk sources 
related to generative AI systems, and it lacks the granularity of risk analysis against objectives 
o f  generative AI systems, including what are the specific risk consequence, and what are the 
specif ic factors to consider in l ikelihood assessment . 

• Fo r ISO/IEC 42001:2023 Information technology — Artif icial intelligence —Management system, 
it  covers controls of addressing risk related to the design and operation of  AI systems, but i t 
does not provide controls related to the risks of  generative AI systems. 

• Also, the existing ISO s tandards fai l to identify the stakeholders responsible for addressing risks 
related to generative AI systems. 

Therefore, this s tandard aims to achieve the fol lowing objectives. 

• Develop new and ref ined objectives to manage risks of generative AI systems. 

• Identify the risk sources related to generative AI systems. 

• Identify the s takeholders responsible for addressing risks in generative AI systems throughout 
i ts  l ife cycle. 

• Conduct a f ine granular risk analysis against object ives of  generative AI systems, including 
specif ic consequence, and specific factors to consider in l ikelihood assessment where 
applicable. 

• Specify risk t reatment and controls for generative AI systems. 

PROPOSED PROJECT LEADER (name and email address) 

An,  Qing   anqing.aq@alibaba-inc.com 

PROPOSER (including contact information of  the proposer’s representative)  

TBD 

 



☒  The proposer confirms that this proposal has been drafted in compliance with ISO/IEC 
Directives, Part 1, Annex C 

PROJECT MANAGEMENT  

Preferred document  
☐  International Standard 

☒  Technical Specif ication 

☐  Pub licly Available Specification* 

 
* While a formal NP ballot is not required (no eForm04), the NP form may provide useful information 
f or the committee P-members to consider when deciding to initiate a Publicly Available 
Specif ication. 
 

Proposed Standard Development Track (SDT – to be discussed by the proposer with the committee 
manager or ISO/CS) 

☐    18 months ☒    24 months ☐   36 months 

 

Proposed date for f irst meeting:  2025-01-27 

Proposed TARGET dates for key milestones 

• Circulation of 1s t Working Draf t (if any) to experts: 2025-01-20 
• Committee Draf t consultation (if  any): 2025-08-20 
• D IS submission*: 2026-07-20 

• Pub lication*: 2027-01-20 
 
* Target Dates for DIS submission and Publication should be set a f ew weeks ahead of the l imit 
dates automatically determined when selecting the SDT. 
 
It  is  p roposed that this DOCUMENT wil l be developed by:  

☒  An ex isting Working Group, ISO/IEC JTC1/SC 42/WG 3 Trustworthiness 

☐  
A new Working Group  Click or tap here to enter text.  
(Note that the establishment of a new Working Group requires approval by the parent committee by a 
resolution) 

☐  The TC/SC directly 
☐  To  be determined 
☐  This  p roposal relates to a new ISO document 

  
☐  This  p roposal relates to the adoption, as an active p roject, of  an item currently registered as a 

Preliminary Work Item 
☐  This proposal relates to the re-establishment of a cancelled project as an active project 
☐  Other:  Click o r tap here to enter text. 
 
Additional guidance on project management is available here.  
 
 

PREPARATORY WORK 

☐  A draf t is attached 

☐  An ex isting document serving as the initial basis is attached 

☒  An outline is attached 

 No te: at  minimum an outline of  the p roposed document is required  

 

https://connect.iso.org/display/standards/Project+management
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The p roposer is p repared to undertake the preparatory work  required: 

☒   Yes  ☐  No  

If  a d raf t is attached to this proposal: 
 
Please select f rom one of  the following options: 
 
☒  The draf t document can be registered at Preparatory stage (WD – stage 20.00) 

☐  The d raf t document can be registered at  Committee  stage (CD – s tage 30.00) 

☐  The draf t document can be registered at enquiry stage (DIS – stage 40.00) 

  
☐  If  the attached document is copyrighted or includes copyrighted content, the proposer conf irms 

that  copyright permission has been granted for ISO to use this content in compliance with 
c lause 2.13 of  ISO/IEC D irectives, Part 1 (see also the Declaration on copyright). 
 
 

 

RELATION OF THE PROPOSAL TO EXISTING INTERNATIONAL STANDARDS AND ON -GOING 
STANDARDIZATION WORK  

 
To  the best of your knowledge, has this or a s imilar proposal been submitted to another standards 
development organization o r to another ISO committee? 
 
☐   Yes  ☒    No  

 
If  Yes, please specify which one(s)   Click o r tap here to enter text. 
 

☐ The proposer has checked whether the proposed scope of this new project overlaps with the scope of 
any existing ISO project 

 

☐ If  an overlap or the potential for overlap is identified, the proposer and the leaders of the existing project 
have discussed on:  
i. modification/restriction of  the scope of  the proposal to avoid overlapping,  
i i. po tential modification/restriction of the scope of  the ex isting project to avoid overlapping.  

 

☐ If  agreement with parties responsible for existing project(s) has not been reached, please explain why 
the proposal should be approved 

Click or tap here to enter text. 
 

☐ Has a proposal on this subject already been submitted within an existing committee and rejected? If so, 
what were the reasons for rejection? 
Click or tap here to enter text. 

 
This  p roject may require possible joint/parallel work with 

☐ IEC (please specify the committee)  Click or tap here to enter text. 

☐ CEN (please specify the committee)  Click or tap here to enter text. 
☐ Other (please specify)  Click or tap here to enter text. 
 

Please select any UN Sustainable Development Goals (SDGs) that this proposed project 
would support (information about SDGs, is available at  www.iso.org/SDGs)   

☐ GOAL 1: No Poverty 

☐ GOAL 2: Zero Hunger 
☒ GOAL 3: Good Health and Well-being 

☒ GOAL 4: Quality Education 

https://www.iso.org/resources/publicly-available-resources.html?t=712usHn2eATZXjtj0c3FIJ16gvWZXP-_fykOV8H1WAolmA84oAGBwILzOVFUEc46&view=documents#section-isodocuments-top
https://www.iso.org/declaration-for-participants-in-iso-activities.html
http://www.iso.org/SDGs


☒ GOAL 5: Gender Equality 

☐ GOAL 6: Clean Water and Sanitation 

☐ GOAL 7: Affordable and Clean Energy 
☒ GOAL 8: Decent Work and Economic Growth 

☒ GOAL 9: Industry, Innovation and Infrastructure 

☒ GOAL 10: Reduced Inequality 

☒ GOAL 11: Sustainable Cities and Communities 

☒ GOAL 12: Responsible Consumption and Production 

☐ GOAL 13: Climate Action 

☐ GOAL 14: Life Below Water 

☐ GOAL 15: Life on Land 
☒ GOAL 16: Peace, Justice and strong institutions 

N/A GOAL 17: Partnerships for the goals 
 

Identification and description of relevant affected stakeholder categories   
(Please see ISO CONNECT) 

 Benef its/Impacts/Examples 

Industry and commerce – large industry Large industry can be the providers developing and 
o f fering generative AI systems, o r can be the providers 
o f fering products, systems and services that uti lize 
generative AI systems.  
The large industry can use this standard to understand 
their role throughout generative AI system l ife cycle, and 
imp lement appropriate controls provided by the standard  
to  address risks in generative AI systems throughout i ts 
l i f e cycle.  
This  is  helpful to increase the public t rust and market 
acceptance in the use of  generative AI systems provided 
by large industry. 

Industry and commerce – SMEs SMEs can be the AI partner, such as generative AI 
system integrators, p roviders of data used by generative 
AI systems, p roviders of evaluation service for generative 
AI systems, and p roviders for audit service to assess 
conformance of generative AI systems to s tandards and 
regulatory requirements. 
In add ition to the benefits and impacts l isted for large 
industry, SMEs will benefit f rom this standard, introducing 
new market opportunities of providing services related to 
addressing risks of  generative AI systems. 

Government Government will benef it f rom the guidance, allowing them 
to  analyze, identify, manage and monitor risks in 
generative AI systems, either for internal or for external 
(and  public) use. 

Consumers Consumers can enhance understanding of  the objectives 
o f  generative AI systems, and the role and accountability 
o f  s takeholders of  generative AI systems, therefore 
increase t rust into generative AI systems. 

Labour This  s tandard can be used to analyze the risks of 
generative AI systems on labour market, including 
positive aspect l ike creating new opportunities and 
negative aspect l ike making existing jobs redundant. 

https://connect.iso.org/display/standards/Stakeholders+and+liaisons
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Academic and research bodies This  s tandard can drive artif icial intelligence innovation 
by helping researchers to develop new methods that are 
bo th cutting-edge and risk-control lably sound.  

Standards application businesses Click or tap here to enter text. 

Non-governmental organizations Increase t rust in human autonomy, accuracy of 
generated contents and fairness of generative AI 
systems, and therefore increase the acceptance and 
applicability of  generative AI systems for a variety of 
NGOs, such as environment monitoring and p rotection, 
advocation for the right the education, etc. 

Other (please specify) Click or tap here to enter text. 

  
 

Listing of countries where the subject of the proposal is important for their national 
commercial interests (Please see ISO/IEC Directives, Part 1, Annex C, Clause C.4.8) 

Click or tap here to enter text. 

Listing of external international organizations or internal parties (other ISO and/or IEC 

committees) to be engaged in this work (Please see ISO/IEC Directives, part 1, Annex C,  Clause 
C.4.9) 

Click or tap here to enter text. 

Listing of relevant documents (such as standards and regulations) at international, regional 
and national level (Please see  ISO/IEC Directives, Part 1,  Annex C, Clause C.4.6) 

Detailed gap analysis on existing related ISO s tandards.  

1. ISO/IEC 22989:2022/AWI Amd 1 Information technology - Art ificial intell igence – concepts and 
terminology 

➢ Int roduction: i t defines terminology and concepts of  AI, including AI stakeholders, AI system 
l i f e cycle, AI ecosystem, applications of AI system, etc.  It  provides standardized terminology 
and  AI concepts to better understand and use AI among d ifferent s takeholders . 

➢ Gap  analysis: this p roposal wil l refer the terminology and concepts in ISO/IEC 22989:2022, 
especially the term of generative AI for consistency. 

2. ISO/IEC 5338:2023 Information technology — Artificial intell igence — AI system l ife cycle 
p rocesses 

➢ Int roduction: i t  def ines AI system l i fe cycle, including AI system l i fe cycle p rocesses, AI 
system l ife cycle model and its d if ferent s tages of  inception, design and development, 
verif ication and validation, deployment, operation and monitoring, continuous validation, re-
evaluation and retirement. 

➢ Gap  analysis: based on the AI system l ife cycle model in ISO/IEC 5338:2023, this proposal 
wil l  describe the risk sources in generative AI systems throughout l ife cycle . 

3. ISO/IEC 23894:2023 Information technology — Artificial intelligence — Guidance on risk 
management 

➢ Int roduction: i t  p rovides guidance for o rganization us ing AI to  manage AI risks, including 
p rinciples, f ramework, and process. 

➢ Gap  analysis: based on the AI risk management process defined in ISO/IEC 23894:2023, 
this p roposal will develop the objectives when identifying risks, f ine granular risk analysis 
against objectives, risk t reatment, and controls related to addressing risks in generative A I 
systems. 

4. ISO/IEC 42001:2023 Information technology — Artificial intelligence —Management system 

➢ Int roduction: i t  specifies the requirements and  p rovides guidance f o r establishing, 
imp lementing, maintaining and continually improving an AI management system, including 
the controls of addressing risk related to the design and operation of  AI systems.  

https://www.iso.org/resources/publicly-available-resources.html?t=712usHn2eATZXjtj0c3FIJ16gvWZXP-_fykOV8H1WAolmA84oAGBwILzOVFUEc46&view=documents#section-isodocuments-top
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➢ Gap  analysis: this p roposal will  further p rovide the specific controls of addressing risks in 
generative AI systems. 

5. ISO/IEC DIS 42005 Information technology — Artificial intell igence — AI system impact 
assessment 

➢ Int roduction: i t  p rovides guidance f o r o rganizations performing AI system impact 
assessments f or individuals and  societies that can be af fected by an AI sys tem and  its 
f oreseeable applications. It  includes how this AI system impact assessment process can be 
integrated into an organization’s AI risk management and AI management system . 

➢ Gap  analysis: b ased on the guidance o f  implementing an AI system impact assessment 
p rocess in ISO/IEC DIS 42005, this proposal wil l describe the impact and consequence of 
risks related to generative AI systems. 

6. ISO/IEC CD 27090 Cybersecurity — Artificial Intell igence — Guidance for addressing security 
threats to artificial intelligence systems 

➢ Int roduction: i t provides guidance to address security threats in AI systems, including how to 
detect and mitigate such threats. 

➢ Gap  analysis: for the risks and controls related to security threats in generative AI systems, 
this p roposal will  refer the work of ISO/IEC CD 27090. 

7. ISO/IEC WD 27091 Cybersecurity and Privacy — Artif icial Intelligence — Privacy p rotection 

➢ Int roduction: i t  provides guidance for o rganizations to address p rivacy risks in AI systems 
and  ML models, inc luding p rivacy risks identif icatio n, consequences evaluation and  
t reatment. 

➢ Gap  analysis: for the risks and controls related to privacy risks in generative AI systems, this 
p roposal will refer the work of ISO/IEC WD 27091. 

8. ISO/IEC TR 24368:2022 Information technology — Artificial intel ligence — Overview of ethical 
and  societal concerns 

➢ Int roduction: i t  p rovides overview of  AI ethical and societal concerns, including themes and 
p rinciples, and  examples o f  p ractices f or building and  us ing ethically and  societally 
acceptable AI. 

➢ Gap  analysis: this p roposal will refer the themes and p rinciples in the area of  AI ethical and 
societal concerns in ISO/IEC TR 24368:2022. 

9. ISO/IEC AWI TS 22443 Information technology — Artif icial intelligence — Guidance on 
addressing societal concerns and ethical considerations 

➢ Int roduction: i t  p rovides guidance on how an o rganization can identify and address societal 
concerns and ethical considerations during the l ife cycle of AI systems that can potentially 
harm individuals and society. 

➢ Gap  analysis: f or the risks and  controls related to  societal concerns and  ethical 
considerations in generative AI systems, this proposal will  refer the work of ISO/IEC AWI TS 
22443. 

10. ISO/IEC TR 24027:2021 Information technology — Artificial intel ligence (AI) — Bias in AI 
systems and AI aided decision making 

➢ Int roduction: i t  describes the types of  bias in AI systems, and methods for assessing and 
addressing b ias. 

➢ Gap  analysis: for the risks and addressing methods related to bias in AI systems,  if  applicable 
f or generative AI systems, this proposal will refer the work of ISO/IEC TR 24027:2021 . 

11. ISO/IEC DTS 12791 Information technology — Artificial intel ligence — Treatment of  unwanted 
b ias in classification and regression machine learning tasks  

➢ Int roduction: i t  describes how to  address unwanted b ias in AI systems that use machine 
learning to conduct c lassification and regression tasks.  It  provides how to address unwanted 
b ias in AI systems that use machine learning to conduct c lassification and regression tasks. 

➢ Gap  analysis: for the risks and addressing methods related to unwanted bias in classification 
and  regression machine learning tasks, if  applicable for generative AI systems, this proposal 
wil l  refer the work of ISO/IEC DTS 12791. 

12. ISO/IEC TR 5469:2024 Artificial intel ligence — Functional safety and AI systems 
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➢ Int roduction: i t  defines the relationship between functional safety and AI systems, including 
the f unctional safety risk factors and mitigation measures in AI systems. 

➢ Gap  analysis: for the risks and mitigation measures related to functional safety in AI systems, 
i f  applicable f or generative AI systems, this p roposal wil l ref er the wo rk o f  ISO/IEC TR 
5469:2024. 

13. ISO/IEC TR 24028:2020 Information technology — Artificial intel ligence — Overview of 
t rus tworthiness in artif icial intelligence 

➢ Int roduction: i t  p rovides approaches and  measures to  building and  improving the 
t rus tworthiness of  AI systems, inc luding application o f  risk management, stakeholders, 
vulnerabil ities and threats of  AI systems, and mitigation measures . 

➢ Gap  analysis: f or the application o f  risk management, s takeholders, vulnerabilities and  
threats of AI systems, and mitigation measures, if  applicable for generative AI systems, this 
p roposal will refer the work of ISO/IEC TR 24028:2020. 

14. ISO/IEC 38507:2022 Information technology — Governance of IT — Governance implications of 
the use of artificial intel ligence by organizations 

➢ Int roduction: i t  provides guidance for the governing body of  an organization to govern the 
use of  AI, including the polices on governance of  decision -making, governance of  data use, 
culture and values, compliance, and risk. 

➢ Gap  analysis: the guidance for the governing body of an o rganization to the policies on risk 
in ISO/IEC 38507:2022 applies in this p roposal. 

15. ISO/IEC 25059:2023 Software engineering — Systems and software Quality Requirements and 
Evaluation (SQuaRE) — Quality model for AI systems 

➢ Int roduction: i t def ines the quality model for AI systems, including AI system quality in use 
model containing societal and ethical risk mitigation . 

➢ Gap  analysis: this proposal has d ifferent scope with ISO/IEC 25059:2023. 

16. ISO/ IEC 25053:2022 Framework for artif icial intelligence (AI) systems using machine learning 
(ML) 

➢ Int roduction: i t defines the ML framework (including data, models, tasks and other elements). 
It  p rovides unified ML terminology and f ramework for d ifferent stakeholders. 

➢ Gap  analysis: this proposal will  refer the ML terminology in ISO/IEC 25053:2022 to ensure 
consistency. 

ADDITIONAL INFORMATION 

Maintenance Agencies (MAs) and Registration Authorities (RAs)  
  
☐  This  p roposal requires the designation of a maintenance agency. 

If  so, p lease identify the potential candidate: 
 Click or tap here to enter text. 

 
☐  This  p roposal requires the designation of a registration authority. 

If  so, p lease identify the potential candidate 
 Click or tap here to enter text. 

NOTE: Selection and appointment of  the MA o r RA are subject to the p rocedure outlined in ISO/IEC 
D irectives, Part 1, Annex G and Annex H.  

Known patented I tems (Please see  ISO/IEC D irectives, Part 1, Clause 2.14) 
 
☐    Yes ☒    No  

 
If  Yes, provide full information as an annex 
 
 
Is this proposal for an ISO management System Standard (MSS)? 
 
☐    Yes ☒    No  
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Note: If  yes, this proposal must have an accompanying justification s tudy. Please see the 
Consolidated Supplement to the ISO/IEC D irectives, Part 1 , Annex SL o r Annex JG 
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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards
bodies (ISO member bodies). The work of preparing International Standards is normally carried out through
ISO technical committees. Each member body interested in a subject for which a technical committee has
been  established  has  the  right  to  be  represented  on  that  committee.  International  organizations,
governmental and non-governmental, in liaison with ISO, also take part in the work. ISO collaborates closely
with the International Electrotechnical Commission (IEC) on all matters of electrotechnical standardization.

The procedures used to develop this document and those intended for its further maintenance are described
in the ISO/IEC Directives, Part 1. In particular, the different approval criteria needed for the different types
of ISO documents should be noted. This document was drafted in accordance with the editorial rules of the
ISO/IEC Directives, Part 2 (see www.iso.org/directives).

ISO draws attention to the possibility that the implementation of this document may involve the use of (a)
patent(s).  ISO takes no position concerning the evidence,  validity or applicability of any claimed patent
rights in respect thereof. As of the date of publication of this document, ISO [had/had not] received notice of
(a) patent(s) which may be required to implement this document. However, implementers are cautioned
that  this  may  not  represent  the  latest  information,  which  may  be  obtained  from  the  patent  database
available at  www.iso.org/patents. ISO shall not be held responsible for identifying any or all such patent
rights.

Any trade name used in this document is  information given for the convenience of users and does not
constitute an endorsement.

For an explanation of the voluntary nature of standards, the meaning of ISO specific terms and expressions
related  to  conformity  assessment,  as  well  as  information  about  ISO's  adherence  to  the  World  Trade
Organization  (WTO)  principles  in  the  Technical  Barriers  to  Trade  (TBT), see
www.iso.org/iso/foreword.html.

This  document  was  prepared  by  Technical  Committee  [or  Project  Committee] ISO/TC  [or ISO/PC] ###,
[name of committee], Subcommittee SC ##, [name of subcommittee].

This  second/third/… edition cancels and replaces the  first/second/… edition (ISO #####:####), which
has been technically revised.

The main changes are as follows:

— xxx xxxxxxx xxx xxxx

A list of all parts in the ISO ##### series can be found on the ISO website.

Any feedback or questions on this document should be directed to the user ’s national standards body. A
complete listing of these bodies can be found at www.iso.org/members.html.
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Introduction

Generative Artificial Intelligence (AI) is a type of AI based on techniques and generative models that aim to
generate new content that are similar from real data (defined in ISO/IEC 22989:2022/AWI Amd 1), and its
performance in knowledge learning, inductive summarization, content creation, perception and cognition is
distinctly  different  from  previous  AI  technologies.  It  has  greater  generalization  and  interactivity,  and
therefore is extensively integrated into various scenarios.

There are several new features of generative AI, including but not limited to the following.

— New contents are generated by modelling the patterns of vast quantities of training data, rather than
recognizing or classifying existing contents.

— Long context windows and self-attention mechanism enable different attention weights given to the
relationships  between  various  parts  of  the  user  input,  so  that  users  can  get  better  interactive
experience.

— Contents are easily generated via natural language conversation.
— The foundation model can be fine-tuned at low cost and then applied in wide areas and at large scale.
— Contents generated are highly convincing and more aligned with human habits,  as generative AI is

more generalized.
— Greater randomness is introduced in generated contents, because generative AI is based on next token

prediction.

Therefore, the industry has expressed concerns about the potential risks of generative AI. Generative AI
brings new risks, and exacerbate existing AI risks, which include but not limited to the following.

— Easy access to knowledge might make it easier for malicious users to cause harms to society without
specialized  training  (e.g.,  CBRN  knowledge,  malware);  meanwhile,  it  also  positively  increases  the
productivity of research work and innovation.

— Generative AI’s strong generalization ability might result in hallucination; at the same time, the ability
allows to process diverse user input.

— The generated contents, when contain faults or misalign with regulations and ethics, might mislead the
downstream  applications  make  incorrect  decisions  or  even  harmful  actions;  while  the  generated
contents can also empower various applications, such as AI agents.

— Generative AI might generate unethical contents that pose harms to individuals and society.
— Over-reliance on generative AI might cause humans to be manipulated, especially when humans have

no detailed knowledge of how generative AI works.
— The generated contents might cause sensitive information leakage; while users can benefit from the

customized personal assistant by feeding personal information to generative AI. 
— The generated contents might cause copyrights infringement.
— Continuous learning based on the user feedback can be leveraged to mislead generative AI behaviors;

meanwhile, it can enable better alignment with human preference.
— Prompt-based attacks expand the attack surface. 

Since generative AI systems can involve multiple stakeholders, and the management of generative AI risks
relies on the participation of various stakeholders. However, there is no standard defining the stakeholders’
responsibilities. Moreover, having stakeholders be responsible for addressing risks in AI system life cycle
stage where they do not have risk control capabilities can be highly inefficient and resource-intensive.

This document aims to achieve the following objectives.
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— Develop new and refined objectives to manage risks of generative AI systems.
— Identify the risk sources related to generative AI systems.
— Identify the stakeholders responsible for addressing risks in generative AI systems throughout its
life cycle.
— Conduct a fine granular risk analysis against objectives of generative AI systems, including specific
consequence, and specific factors to consider in likelihood assessment where applicable.
— Specify risk treatment and controls for generative AI systems.

By using this guidance, the stakeholders involved in generative AI systems can develop risk management
plans  suitable  for  their  roles,  including  specifying  objectives  when identifying  risks,  identifying  the  AI
system  life  cycle  stages  involved,  as  well  as  identifying  risk  sources,  analyzing  the  consequences  and
likelihood of risks, and providing appropriate risk treatment measures and controls needed for different
risks.
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Information technology – Artificial intelligence –                   Guidance 
on addressing risks in generative AI systems

1 Scope 
This document provides guidance on  addressing risks in generative artificial intelligence (AI) systems. It
includes the following:

— The objectives of generative AI systems when identifying risks.
— The risk sources and the stakeholders facing the risks in generative AI systems throughout its life
cycle.
— Guidance for risk analysis, risk treatment and controls of addressing risks in generative AI systems.

This document is applicable to all types and sizes of organizations that develop or use generative AI systems.

2 Normative references 
The  following  documents  are  referred  to  in  the  text  in  such  a  way  that  some  or  all  of  their  content
constitutes requirements of this document. For dated references, only the edition cited applies. For undated
references, the latest edition of the referenced document (including any amendments) applies.

ISO/IEC 22989:2022/AWI Amd 1,  Information technology — Artificial intelligence  — Artificial intelligence
concepts and terminology

ISO/IEC 5338:2023, Information technology — Artificial intelligence — AI system life cycle processes

ISO/IEC 23894:2023, Information technology — Artificial intelligence — Guidance on risk management

ISO/IEC 42001:2023, Information technology — Artificial intelligence —Management system

Editor’s note: ISO/IEC 22989 amendments to include generative AI terminology and concepts.

3 Terms and definitions 
For  the  purposes  of  this  document,  the  terms  and  definitions  given  in ISO/IEC  22989:2022,  ISO/IEC
23053:2022 and the following apply.

ISO and IEC maintain terminology databases for use in standardization at the following addresses:

— ISO Online browsing platform: available at https://www.iso.org/obp
— IEC Electropedia: available at https://www.electropedia.org/

4 Abbreviation terms
AI artificial intelligence

ML machine learning

5 Objective of generative AI systems when identifying risks

5.1 General

When identifying risks of generative AI systems, various generative AI-related objectives should be taken
into  account, depending  on  the  nature  of  the  system  under  consideration  and  its  application  context.
Objectives of generative AI systems to consider include but are not limited to the objectives described in
Clauses 5.2 to 5.9.
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5.2 Human autonomy

It is the same objective as in conventional AI, but refined in the context of generative AI systems.

— Ensure generative AI systems can operate as intended. For example, accidental misalignment or mis-
specification of system goals can cause a model not to operate as intended

— Avoid  uncontrollable  model  autonomy.  E.g.,  1)  Deceptive  reward  hacking,  in  which  models  might
develop the ability to act differently under human supervision and in unsupervised setups to get higher
rewards. 2) Auto-induced distributional shift, in which models can cause a change in the distribution of
their own inputs, and use this ability for undesirable purposes.

5.3 No catastrophic threat to human, society and environment by generated knowledge

It is a new objective in the context of generative AI systems.

— Generated  knowledge  shall  fully  consider  its  impact  on  ethics  and  morality,  its  widespread
homogenizing consequences,  the risk of “value lock-in”,  and the risk of obscene, degrading,  and/or
abusive content.

— Generated knowledge shall  fully consider its  influence on societal  safety and stability,  for  example,
lowering the barrier to access CBRN info; and augmenting security attacks such as hacking, malware,
and phishing (generative AI systems are already able to discover vulnerabilities in systems (hardware,
software, data) and write code to exploit them).

— Generated knowledge shall fully consider its influence on humans. For example, generative AI systems
enable the production of false or misleading information at scale, by which the malicious user can use
to deceive or cause harm to others. Also, emotional entanglement between humans and GAI systems,
such as coercion or manipulation that leads to safety or psychological risks.

5.4 Avoid societal-scale specification gaming like incitement, deception and instigation

It is the same objective as in conventional AI, but bigger impact in the context of generative AI systems.

— Fully consider the risks that generative AI systems may change people's thoughts and behaviors, or so-
called social hacking, to exploit human weaknesses to gain their trust.

— Fully consider the impact on individual physical and mental health, such as inducing user addiction, or
encouraging self-harm and suicide.

— Fully  consider  the  risks  that  generative  AI  systems  may  generate  dangerous  or  violent
recommendations.

5.5 Accuracy of generated contents matching expectation

It is a new objective in the context of generative AI systems.

— Generated contents need to be truthful and correct. 

— Generated  contents  need  to  align  with  mainstream  social  values  and  objective  laws,  and  avoid
hallucinations.

5.6 Privacy and copyright

It is the same objective as in conventional AI, but refined in the context of generative AI systems.

— Training data do not infringe on privacy.

— Generated content does not contain or infer personally identifiable information (PII)

— Training data do not infringe on IPR or copyright, or they are authorized for use.

— Generated content does not infringe on IPR or copyright.

5.7 Transparency, explainability, accountability

It is the same objective as in conventional AI, but bigger impact in the context of generative AI systems.
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— Inform humans of confusions caused by generative AI systems, ensuring humans are aware that they
are interacting with generative AI systems.

— Clearly define the accountability of stakeholders for addressing risks at each stage of the life cycle.

— Ensure that content likely to cause confusion is marked and traceable.

5.8 Fairness

It is the same objective as in conventional AI, but bigger impact in the context of generative AI systems.

— Fully  consider  the  diversity  of  training  data  (including  the  diversity  of  annotators,  as  well  as  the
distribution of training and testing data).

— Ensure  generated  contents  align  with  various  preferences  in  society  and  avoids  producing  biased
content, causing homogenization, representation harm.

— Ensure  fair  distribution  of  capabilities  or  benefits  from generative  AI  system access,  to  avoid  that
capabilities and outcomes of generative AI systems may be worse for some groups compared to others.

5.9 Security and resilience 

It is the same objective as in conventional AI, but refined in the context of generative AI systems.

— Ensure generative AI systems can resist  attacks such as prompt-injection indirect  prompt-injection,
data poisoning, among others.

6 Identification of risk sources and stakeholders responsible for risk addressing 

6.1 Risk sources throughout generative AI systems life cycle

When identifying risks of generative AI systems, various generative AI-related risk sources should be taken
into account.

Based  on the  AI  system life  cycle  provided  in  ISO/IEC 5338:2023,  generative  AI-related  risk  sources  to
consider include but are not limited to the ones listed in Table 1.

Table 1 — Risk sources throughout generative AI systems life cycle

AI system life cycle Risk Sources Description

Inception

Objectives not 
aligned with 
regulations and 
ethics

It is the same risk source as in conventional AI, but has exacerbated 
impact in the context of generative AI systems.
— Due to generative AI system’s ability to create highly convincing and

realistic contents, this ability can be exploited for malicious purpose
and cause potential large-scale consequences, if objectives are not 
aligned with regulations and ethics.

Unreasonable 
accountability of 
stakeholders

It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.
— Generative AI introduces more refined accountability allocation 

among stakeholders. If being set unreasonably, the risks would not 
be addressed effectively.

— For example, managing malicious users is challenging on the 
generative model layer; instead, it requires management at the 
provider layer, like platform provider, service provider or product 
provider. So, it is unreasonable to make any single stakeholder 
accountable for the actions of malicious users.

Design and development Training data 
management

It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.
— Training data might contain IPR or copyright data which are not 

authorized for use, which is not typical in conventional AI.

At the same time, it is the same risk source as in conventional AI, but has 
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exacerbated impact in the context of generative AI systems.
— If training data contains privacy info, besides personal info leaks, 

generative AI systems can fabricate personal images or likenesses 
for malicious use.

Machine learning
algorithm

It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.
— As generative AI systems get emergent capabilities, self-iteration and

continuous learning, it can cause uncontrollable model autonomy

Data annotation

It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.
— In the context of generative AI systems, data annotation involves 

annotating negative sample data and fine-tuning training to teach 
the model to recognize inputs containing harmful content, privacy 
or copyright violations. 

— If not done well, it can introduce risks when the generative AI 
system deals with user input and runtime input.

At the same time, it is the same risk source as in conventional AI, but has 
exacerbated impact in the context of generative AI systems.
— If insufficient or low-quality data annotation, because of generative 

AI's strong generalization ability, it will result in more serious issue,
like hallucination. 

— In contrast, conventional AI, such as discriminative AI, can simply 
fail to make a decision.

Reinforcement 
learning with 
human feedback 

New risk source introduced in the context of generative AI systems.
— In this case, the model can manipulate the reward mechanisms,

acting differently under human supervision and in 
unsupervised setups

Verification and 
validation

Testing data
Testing 
implementation

It is the same risk source as in conventional AI.

Deployment

Insecure 
deployment 
environment
Lack of 
protection of 
model
Vulnerability in 
model

It is the same risk source as in conventional AI.

Operation 
and 

monitoring

Operating 
data input

User input data
It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.

— Typical example is the prompt-injection attack.

Runtime input 
data

It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.

— Typical example is the indirect prompt-injection attack. The 
third-party plug-in or knowledge base can contain IPR or 
copyright data which are not authorized for use. This is not 
typical in conventional AI.

Model 
execution

Generated 
contents

New risk source introduced in the context of generative AI systems.
— Generative AI’s key and unique feature is it can create new or 

original contents. 
— The generated contents can violate copyright. 
— Also, generative AI can cause hallucination, or generate incorrect or 

untruthful contents.

Malicious use
It is the same risk source as in conventional AI, but refined in the context
of generative AI systems.
— Generative AI system makes it possible to generate malware with 
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low cost, or assist hackers to generate malware. The traditional AI 
can just improve codes.

At the same time, it is the same risk source as in conventional AI, but has 
exacerbated impact in the context of generative AI systems.
— Generative AI system can be used for incitement, deception and 

instigation purpose, causing societal-scale impact.

Lack of 
transparency and
explainability

It is the same risk source as in conventional AI, but has exacerbated 
impact in the context of generative AI systems.
— Due to generative AI system’s ability to create convincing and 

realistic contents, it can result in confusion that humans are not 
aware that they are interacting with generative AI systems and 
follow the generated decisions, causing potential large-scale 
consequences.

Continuous validation Data poisoning

It is the same risk source as in conventional AI, but has exacerbated 
impact in the context of generative AI systems.
— It can cause the generated contents misalign with humans’ values 

and objectives. 
— And the impact will be further enlarged due to user’s heavy 

dependence on the generative AI systems because it can create 
highly convincing and realistic contents.

Re-evaluate

Insufficient risk 
evaluation
Inaccurate risk 
treatment

It is the same risk source as in conventional AI.

Retirement

Unthorough 
disposal of data
Unthorough 
disposal of model

It is the same risk source as in conventional AI.

6.2 Stakeholders responsible for risk addressing 

Based on the AI system life cycle provided in ISO/IEC 5338:2023, stakeholders facing the risks in generative
AI systems are listed in Table 2.

Table 2 — Stakeholders facing the risks in generative AI systems throughout its life cycle

AI system life cycle Risk Sources Stakeholders

Inception
— Objectives not aligned with regulations and 

ethics
— Unreasonable accountability of stakeholders

All

Design and development

— Training data management
— Machine learning algorithm
— Data annotation
— Reinforcement learning with human feedback

Data provider

Foundation model developer

Finetuned model developer

Verification and 
validation

— Testing data
— Testing implementation

AI developer

AI evaluator

AI auditor

Deployment
— Insecure deployment environment
— Lack of protection of model
— Vulnerability in model

AI provider

AI developer

AI system integrator

Operation Operating — User input data AI provider
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and 

monitoring

data input — Runtime input data
Data provider

AI customer

Model 
execution

— Generated contents
— Malicious use
— Lack of transparency and explainability

AI provider

Regulators

Continuous validation — Data poisoning
Data provider

AI provider

Re-evaluate — Insufficient risk evaluation
— Inaccurate risk treatment

AI developer

AI evaluator

AI auditor

Retirement — Unthorough disposal of data
— Unthorough disposal of model

AI provider

AI developer

AI system integrator

7 Risk analysis against objectives in generative AI systems

7.1 General

7.2 Human autonomy

7.2.1 Consequence assessment

7.2.2 Likelihood assessment

7.3 No catastrophic threat to human, society and environment by generated knowledge

7.3.1 Consequence assessment

7.3.2 Likelihood assessment

7.4 Avoid societal-scale specification gaming like incitement, deception and instigation

7.4.1 Consequence assessment

7.4.2 Likelihood assessment

7.5 Accuracy of generated contents matching expectation

7.5.1 Consequence assessment

7.5.2 Likelihood assessment
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7.6 Privacy and copyright

7.6.1 Consequence assessment

7.6.2 Likelihood assessment

7.7 Transparency, explainability, accountability

7.7.1 Consequence assessment

7.7.2 Likelihood assessment

7.8 Fairness

7.8.1 Consequence assessment

7.8.2 Likelihood assessment

7.9 Security and resilience

7.9.1 Consequence assessment

7.9.2 Likelihood assessment

8 Risk treatment 

9 Risk addressing controls
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